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This document defines concepts used in the area of mathematics known as commutative algebra. This area focuses
on commutative rings, and modules and algebras over commutative rings. It is important in other areas of mathe-
matics such as algebraic geometry and algebraic number theory.

The motivations for this document are as follows:

1. These definitions form the essential vocabulary of commutative algebra. Mastering them is essential for
understanding even basic results in the field.

2. There are many definitions, drawn from a wide range of subjects, including classical algebra, homological
algebra, topology, and category theory.

3. I find it hard to keep all the definitions in my head, especially if I haven’t thought about commutative algebra
for a while.

It therefore seems useful to extract these definitions and present them in a self-contained and systematic way that is
suitable for study and reference. If you have mastered the definitions in this document, then you should be able to
open any book on commutative algebra — say [Matsumura 1986] or [Eisenbud 1995] — and at least feel that you
understand what most of the terms and the symbols mean. On the other hand, if you don’t understand these defini-
tions, then trying to read any part of any such book is likely to be a bewildering experience.

The definitions are of course available in the standard textbooks, but they are buried inside long expositions ([Eisen-
bud 1995], for example, runs to over 800 pages) containing detailed discussions and proofs. By reading this docu-
ment, you can get the essential definitions, without searching through hundreds of pages of text. The definitions pro-
vide a good sense of what the subject is about, as well as a strong foundation for understanding the results stated and
proved elsewhere. Also, I don’t know of any other text that defines all these terms in a self-contained and self-con-
sistent way, starting with the very basics (sets, maps, monoids, and groups).

I hav e tried as much as possible to describe the objects of study without proving facts about them — the proofs I
leave to the textbooks. However, in some cases it is necessary to assert basic facts. For example, one cannot talk
about “the” inverse of an element in a group without asserting that each element has a unique inverse. Easy proofs I
include inline; other proofs I omit with a note “(proof omitted).” Some of these proofs are straightforward exercises.
All of them are available in the standard textbooks, or online.

This document is self-contained, in the sense that it starts with fundamental concepts (numbers, sets, and maps) and
uses only terms that it has defined. However, the document is somewhat terse. If you have nev er seen these ideas
before, particularly the ideas in the first few sections, then it may be best to consult a basic textbook before reading
this document, or while reading it. Good basic textbooks include [Lang 1987] (introductory algebra) and [Atiyah
and Macdonald 1967] (introductory commutative algebra). More advanced textbooks are given in the references.

The document is readable in order. Later sections refer to earlier ones.

1. Numbers

We assume the existence and standard properties of the following basic mathematical objects:

1. The natural numbers N. These are the numbers 0, 1, 2, . . .. We write N+ to denote the positive natural num-
bers 1, 2, . . ..

2. The integers Z. These are the natural numbers together with the negative numbers −1, −2, . . ..

3. The rational numbers Q. These are fractions a/b, where a and b are integers.
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4. The real numbers R. These are numbers each of which may be represented as an integer plus a finite or infi-
nite sequence of decimal digits.

5. The complex numbers C. These are numbers a + bi, where a and b are real numbers, and i2 = −1.

2. Sets and Maps

A set S is a collection of elements, called the members or elements of S. We write s ∈ S to indicate that s is a
member of S. (The symbol ∈ is similar to the Greek letter epsilon or ε and probably stands for “element.”) We
write s ∉ S to indicate that s is not a member of S. When we wish to enumerate the members of a set, we write a
list of members enclosed in braces. For example {1, 2, 3} denotes the set containing the elements 1, 2, and 3. In this
notation, the order in which the elements are listed is not significant. Any duplicate elements are ignored: for exam-
ple, {1, 2, 2, 3} has the same meaning as {1, 2, 3}.

The empty set, written ∅, is the unique set that has no members.

Fix sets A and B.

1. A is a subset of B if for each a ∈ A, we hav e a ∈ B. We write A ⊆ B or B ⊇ A to indicate that A is a subset
of B. We also say that B is a superset of A. By definition, (a) the empty set is a subset of every set, and (b)
ev ery set is a subset of itself.

2. A is equal to B (or equals B) if A and B have the same members. We write A = B to indicate that A equals B,
and we write A ≠ B to indicate that A does not equal B. A = B if and only if A ⊆ B and B ⊆ A (proof omit-
ted). By definition, every set is equal to itself.

3. A is a strict subset of B if A ⊆ B and A ≠ B. We write A ⊂ B or B ⊃ A to indicate that A is a strict subset of
B. We also say that B is a strict superset of A.

4. The set difference of A and B, written A − B or A \ B, is the set consisting of all elements a ∈ A such that
a ∉ B.

5. A relation on (A, B) is a set of ordered pairs (a, b) such that a ∈ A and b ∈ B.

6. A map f : A → B is a relation R on (A, B) such that for each element a ∈ A, there is a unique pair (a, b) ∈ R.
We write b = f (a), and we write the relation as a mapping a → f (a), indicating that f maps a to f (a) as
ranges over the elements of A.

7. The terms mapping and function are synonyms for “map.” Some authors reserve the term “function” for
maps from numbers to numbers.

Fix sets A and B. Two maps f : A → B and g: A → B are equal if the corresponding relations on (A, B) are equal
sets. Equivalently, for each a ∈ A, we hav e f (a) = g(a). In this case we write f = g.

Fix a set S and a map f : S → {true, false}. The notation {s ∈ S | f (s)} or {s ∈ S : f (s)} is called a set compre-

hension. It denotes all elements s in S such that f (s) = true. For example, {n ∈ N | n > 0} denotes the set N+.

Fix sets A and B and a map f : A → B.

1. The image of f , denoted f (A), is the set of elements b ∈ B such that b = f (a) for some a ∈ A.

2. f is injective if f (a) = f (a′) implies a = a′. That is, no two distinct elements of A map to the same element
of B. Some texts say that an injective map is a map into B.

3. f is surjective if f (A) = B. That is, for every element of B, at least one element of A maps to that element.
Some texts say that a surjective map is a map onto B.

4. f is bijective if it is injective and surjective.

5. For any set C ⊆ B, the inverse image of C under f , written f −1(C), is the set of all a ∈ A such that
f (a) ∈ C. If f is surjective, then by definition f −1(B) = A.

If f : A → B is injective, then the induced map f ′: A → f (A) = a → f (a) is bijective. An injective map is some-
times called an inclusion map or an embedding, because we can think of A as being included in B via the bijection
f ′ and the inclusion f ′(A) ⊆ B.

The cardinality of a set S is defined as follows:

1. If there is a bijection between S and a finite set with n elements, then the cardinality is finite and equal to n.
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2. Otherwise if there is a bijection between S and N, then the cardinality is countably infinite.

3. Otherwise the cardinality is uncountable.

In cases 1 and 2, we say that the cardinality is countable. In cases 2 and 3, we say that the cardinality is infinite. N,
Z, and Q are countably infinite (proof omitted). R and C are uncountable (proof omitted).

Fix sets A, B, and C, and maps f : A → B and g: B → C. The composition g f is the map from A to C defined
by a → g( f (a)). Note that g and f appear in the same order in the expressions g f and g( f (a)).

Fix a set A. The identity map on A is the map a → a. It is a bijection from A to A.

Fix sets A and B and a bijective map f : A → B. The inverse of f , written f −1, is the unique map f −1: B → A such
that f −1 f is the identity map on A and f f −1 is the identity map on B.

A family is a set S, a set I called the index set, and a bijective map f : I → S. S and I may be finite or infinite.
When I is finite, we say that the family is finite. For i ∈ I , we write f (i) as Si , and we write {Si}i ∈ I to denote the
family. Sometimes we write {Si} if the index set I is not important.

Let F be a family of sets {Si}i ∈ I .

1. The union
i ∈ I
∪ Si represents the set of all elements s, each of which a member of at least one Si . If any s is a

member of both Si and S j , for i ≠ j, then s appears only once in the union. When I = {1, . . . , n}, we may

write S1 ∪ ⋅⋅⋅ ∪ Sn or
n

i=1
∪ Si .

2. The intersection
i ∈ I
∩ Si represents the set of all elements si , each of which is a member of every Si . When

I = {1, . . . , n}, we may write S1 ∩ ⋅⋅⋅ ∩ Sn or
n

i=1
∩ Si . Two sets A and B are disjoint if A ∩ B = ∅.

3. The disjoint union
i ∈ I
∪+ Si represents the set of all ordered pairs (s, i) such that i ∈ I and s ∈ Si . When

I = {1, . . . , n}, we may write S1 ∪+ ⋅⋅⋅ ∪+ Sn or
n

i=1
∪+ Si .

When constructing disjoint unions, we often (but not always) omit the labels i and refer to elements (s, i) as s. In
particular, we do this when constructing families with repeated elements. For example, we write the family
{(Z, i)}i ∈ I as {Z}i ∈ I . Either notation means that there is one distinct copy of Z for each element of I .

Fix a family of mutually disjoint, non-empty sets {Si}i ∈ I . The axiom of choice is an axiom of standard set theory.1

It says that there exists a set S ⊆
i ∈ I
∪ Si and a bijection f : I → S (the “choice function”) such that for all i ∈ I ,

f (i) ∈ Si .

Let F be a family of sets {Si}i ∈ I , where I is an index set.

1. S =
i ∈ I
× Si denotes the Cartesian product of F . It is the set consisting of all families of elements {si}i ∈ I

such that si ∈ Si for all i ∈ I . In particular, if any Si = ∅, then S = ∅. When I = {1, . . . , n}, we can write the

Cartesian product as S1 × ⋅⋅⋅ × Sn or
n

i=1
× Si , and we can write each element of the Cartesian product as an

ordered tuple (s1, . . . , sn).

2. For any i ∈ I , the ith projection map π i: S → Si is defined by π i({si}i ∈ I ) = si . For example, let
s = (1, 2, 3) ∈ Z × Z × Z. Then π2(s) = 2.

3. For any i ∈ I , a map f : Si → S is an injection map if π i f : Si → Si is the identity map. f is stable if, in
addition, for each j ≠ i, π j f is a constant map s → s j , where the constant s j depends on f and on j but not
on s. For example, the map x → (x, 1, 2) is a stable injection map from Z to Z × Z × Z.

Fix a set S.

1. A partition of S is a family {Si}i ∈ I of mutually disjoint subsets of S such that
i ∈ I
∪ Si = S.

2. An equivalence relation on S is a relation R on (S, S) where we write a ∼ b to denote that (a, b) ∈ R, and the
following conditions hold:

a. Reflexivity: For all a ∈ S, a ∼ a.

1 Specifically, it is an axiom of ZFC, or Zermelo-Fraenkel set theory with the axiom of choice. ZFC is the standard set theory used in mathe-

matics.
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b. Symmetry: If a ∼ b then b ∼ a.

c. Transitivity: If a ∼ b and b ∼ c, then a ∼ c.

An equivalence relation on S induces a partition {Si}i ∈ I of S in which a and b belong to the same Si if and
only if a ∼ b. The mutually disjoint subsets in the partition are called equivalence classes. Conversely, every
partition induces an equivalence relation, with the sets in the partition as the equivalence classes.

3. A partial order on S is a relation R on (S, S) where we write a ≤ b to denote that (a, b) ∈ R, and the follow-
ing conditions hold:

a. Reflexivity: For all a ∈ S, a ≤ a.

b. Antisymmetry: If a ≤ b and b ≤ a, then a = b.

c. Transitivity: If a ≤ b and b ≤ c, then a ≤ c.

The relation ⊆ is a partial order on any set of sets (proof omitted).

4. A total order on S is a relation T on (S, S) such that

a. T is a partial order.

b. For any elements a and b in S, either a ≤ b or b ≤ a (or both).

A partially ordered set is a set S together with a partial order P on S. A totally ordered set is a set S together with
a total order T on S.

Fix a partially ordered set A and a subset B of A.

1. An upper bound of B in A is an element a ∈ A such that for all b ∈ B, b ≤ a.

2. A maximal element of B is an element b ∈ B that is an upper bound of B in A.

3. B is a chain in A if it is finite and it is totally ordered with respect to the partial order inherited from A.

4. If ev ery chain in A has an upper bound in A, then A contains a maximal element of A. This statement is
called Zorn’s lemma; it is equivalent to the axiom of choice (proof omitted).

A directed set is a nonempty partially ordered set S in which every pair of elements of S has an upper bound. That
is, for all a and b in S, there exists c in S such that a ≤ c and b ≤ c.

Fix a set S of sets and a set A ∈ S.

1. A is minimal among the sets in S if for any set B ∈ S, A ⊆ B.

2. A is maximal among the sets in S if for any set B ∈ S, B ⊆ A.

Fix a set S.

1. A net of in S is a family of indexed pairs {(si , i)}i ∈ I , where I is a directed set (not necessarily countable),
and si ∈ S for all i.

2. A sequence in S is a net {(si , i)}i ∈ I , where I is totally ordered and countable.

a. If I is finite, then we say that the sequence is finite. The most common index sets for finite sequences
are {1, 2, . . . , n} and {0, 1, 2, . . . , n}.

b. Otherwise we say that the sequence is infinite. Often we use N or N+ as the index set for an infinite
sequence.

When writing sequences and nets, we often omit the index labels, i.e., we write {si}i ∈ I . We also write sequences
by enumerating the elements, e.g., s1, s2, . . ..

Fix a set S, and fix a sequence of elements s = {si}i ∈ N in S. s is stationary if there exists i ∈ I such that for all
j ≥ i, s j = si . We may represent a stationary sequence as follows:

s0, s1, . . . , si , si , si , . . .

Fix a partially ordered set A and a sequence B = {ai}i ∈ I of elements in A that is totally ordered with respect to ≤.

1. B is increasing if for all i ≥ j, ai ≥ a j .

2. B is decreasing or if for all i ≥ j, ai ≤ a j .
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Let S be a set of numbers.

1. The supremum of S, written sup S, is the smallest number n such that n ≥ s for all s ∈ S if there is such an n;
otherwise sup S = ∞.

2. The infimum of S, written inf S, is the largest number n such that n ≤ s for all s ∈ S if there is such an n; oth-
erwise inf S = −∞.

A class is a collection of elements that is not required to be a set.2

1. Every set is a class, but not every class is a set.

a. A class that is not a set is called a proper class.

b. A class that is a set is called a small class.

2. We define mappings between classes analogously to mappings between sets.

3. A class-indexed family is a class indexed by another class, analogously to the way that a family is a set
indexed by another set.

Proper classes provide a way to specify collections of elements that are impossible to specify as sets. For example,
consider the collection C of all sets S such that S ∉ S.3 If we require C to be a set, then we arrive at a contradiction:
C ∈ C implies C ∉ C, and vice versa. This is the famous Russell Paradox. On the other hand, if C is a class, there
is no contradiction, because C is not required to be a set.

3. Binary Operations

A binary operation on a set S is a map o: S × S → S. We write o(a, b) as a • b or a o b.

1. o is associative if for all a1, a2, and a3 in S, a1 • (a2 • a3) = (a1 • a2) • a3. In this case we can write
a1 • a2 • a3 without ambiguity, and similarly we can write a1 • . . . • an for n > 3.

2. o is commutative if for all a and b in S, a • b = b • a.

3. o has an identity element if there exists an element e ∈ S (the identity element) such that for all a ∈ S,
a • e = e • a = a. In this case, if e′ is an identity element, then e = e • e′ = e′. So if o has an identity element,
then that element is unique.

Fix a set S and an operation o on S. An element s ∈ S is idempotent with respect to o if s • s = s. The identity ele-
ment e, if it exists, is idempotent.

Fix a set S and an associative operation o on S with an identity element e.

1. For any a ∈ S, a has an inverse with respect to o if there exists an element a−1 (the inverse) such that
a • a−1 = a−1

• a = e. In this case, if b is an inverse for a, then

b = b • e = b • (a • a−1) = (b • a) • a−1 = e • a−1 = a−1.

So if a has an inverse with respect to o, then that inverse is unique.

2. The operation o has inverses if for all a ∈ S, a has an inverse with respect to o.

Fix an element s ∈ S and a subset A ⊆ S. We write s • A (respectively A • s) to represent the set {s • a | a ∈ A}
(respectively {a • s | a ∈ A}).

Fix a set S and an operation o on S.

1. o distributes over an operation o′ on S if for all a, b, and c in S

a. a o (b o′ c) = (a o b) o′ (a o c).

b. (a o′ b) o c = (a o c) o′ (b o′ c).

For example, in the integers, multiplication distributes over addition, so 1 ⋅ (2 + 3) = 1 ⋅ 2 + 1 ⋅ 3 and
(1 + 2) ⋅ 3 = 1 ⋅ 3 + 2 ⋅ 3.

2 The concept of a class comes from an alternative to ZFC called Von Neumann-Bernays-Gödel set theory (NBG).
3 Note that we cannot specify C as a set comprehension, as defined above, because we have no set T to put into the formula {S ∈ T : S ∉ S}.

For this reason, the form of set comprehension defined above is sometimes called restricted comprehension. Unrestricted comprehension leads

to the paradox discussed in the text.
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2. Fix subsets A and B of S.

a. A is closed under o with respect to B if for any a ∈ A, a • B ⊆ B and B • a ⊆ B.

b. A is closed under o if it is closed under o with respect to itself. In this case, o is a binary operation on
A.

Fix a family of sets {Si}i ∈ I such that each Si has a binary operation oi . The direct product
i ∈ I
Π Si is the set con-

sisting of all families of elements {si ∈ Si}i ∈ I . It is equipped with the following binary operation o:

{si}i ∈ I
• {s′i}i ∈ I = {si

• s′i}i ∈ I

o has the following properties:

1. If each oi is associative, then o is associative.

2. If each oi is commutative, then o is commutative.

3. If each oi has an identity element ei , then o has an identity element {ei}i ∈ I .

4. If each oi has inverses, then o has inverses, and the inverse of {si}i ∈ I is {s−1
i }i ∈ I .

The direct sum
i ∈ I
⊕ Si is the set of elements {si}i ∈ I of the direct product

i ∈ I
Π Si such that all but finitely many of the

si are the identity element ei for Si . This means that for the direct sum to be defined, either the index set I must be
finite, or all but finitely many of the oi must have an identity element. The direct sum has the same binary operation
o as the direct product, applied to the elements of the direct product that lie in the direct sum. This operation is well
defined, because if s and s′ both lie in the direct sum, then all but finitely many of the elements si oi s′i are the iden-
tity element ei . Also:

1. When I is finite, then the definitions of the direct product and the direct sum coincide.

2. When I = {1, . . . , n}, we can write the direct sum S1 ⊕ ⋅⋅⋅ ⊕ Sn or
n

i=1
⊕ Si , and we can represent the elements of

the direct sum as ordered tuples (s1, . . . , sn).

The name “direct sum” comes from the behavior of this construct when {Si}i ∈ I is a family of additive monoids.
We explain this behavior in the next section.

4. Monoids

A monoid A = (S, o) is a set S with a binary operation o that is associative and has an identity element e.

A submonoid B of a monoid A is a subset of A that contains e and that is closed under the monoid operation o. B

is a monoid with respect to o.

Fix a monoid A and a subset (not necessarily a submonoid) S ⊆ A. The set S′ generated by S is the set of all
s1 • . . . • sn where all si ∈ S. S′ is a submonoid if and only if S contains e. In this case it is minimal among the sub-
monoids of A that contain S.

Fix monoids A and B. A monoid homomorphism (or just homomorphism, when the context is clear) from A to B

is a map f : A → B such that for all a and a′ in A, f (a • a′) = f (a) • f (a′) and f (e) = e.

1. A homomorphism that is injective (§ 2) is sometimes called a monomorphism.

2. A homomorphism that is surjective (§ 2) is sometimes called an epimorphsim.

In category theory, the terms “monomorphism” and “epimorphism” are more general.

An additive monoid is a commutative monoid together with the following conventions:

1. We call the operation o addition, and we write a o  a′ as a + a′.
2. We write e as 0.

3. For any n ≥ 0, let
n

i=1
Σ ai denote 0 if n = 0, otherwise a1 + ⋅⋅⋅ + an. We write

n

i=1
Σ a as na. In particular, 1a = a

and 0a = 0, where the zero on the left-hand side is an integer, and the zero on the right-hand side is the iden-
tity element of the monoid.

4. Fix an element s ∈ S and a subset A ⊆ S. We write A + s (or s + A) to represent the set {a + s | s ∈ S}.
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The nonnegative integers 0, 1, 2, . . . with addition form an additive monoid.

Fix an additive monoid A. A set S ⊆ A generates A if each element a ∈ A may be expressed as a =
m

i=1
Σ ni si , with ni

a positive natural number and si ∈ S. In this case we say that S is a set of generators for A. A is finitely gener-

ated if it is generated by a finite set S.

A multiplicative monoid is a monoid together with the following conventions:

1. We call the operation o multiplication, and we write aa′ for a o  a′.
2. We write e as 1.

3. For any n ≥ 0, let
n

i=1
Π ai denote 1 if n = 0, otherwise a1⋅⋅⋅an. We write

n

i=1
Π a as an. In particular, a1 = a and

a0 = 1.

4. Fix an element s ∈ S and a subset A ⊆ S. We write As (or sA) to represent the set {as | a ∈ A}.

The natural numbers N+ = {1, 2, . . .} with multiplication form a multiplicative monoid.

Fix a multiplicative monoid A. A set S ⊆ A generates A if each element a ∈ A may be expressed as a =
m

i=1
Π s

ni

i ,

with si ∈ S and si ∈ S. In this case we say that S is a set of generators for A. A is finitely generated if it is gener-
ated by a finite set S.

A multiplicative monoid need not be commutative. For example, the set of all 3 × 3 matrices over the real numbers
forms a non-commutative multiplicative monoid, with matrix multiplication as o and the identity matrix as e.

Fix a family F = {Ai}i ∈ I of monoids. The direct product (respectively direct sum) of F as a monoid is the direct
product (respectively direct sum) of F with respect to the monoid operations oi of the family. It is a monoid. When
F is a family of additive monoids, the direct sum

i ∈ I
⊕ Ai is isomorphic to the additive monoid (S, +) constructed in

the following way:

1. S is the set of finite formal sums
n

j=1
Σ a j with each a j ∈

i ∈ I
∪ Ai , where two formal sums are equivalent if each

may be put into a common form by carrying out monoid addition (when a j and ak are in the same Ai) and
rearranging terms.

2. The zero element is the empty sum.

3. (
m

j=1
Σ a j) + (

n

j=1
Σ b j) =

m

j=1
Σ a j +

n

j=1
Σ b j .

This fact motivates the name “direct sum.”

5. Groups

A group is a monoid whose operation o has inverses.

An abelian group is a group whose operation is commutative. The integers Z under addition form an abelian group.
The set Q − {0}, where Q represents the rational numbers with multiplication, forms an abelian group.

A subgroup B of a group A is a subset of A that is a group with respect to o.

Fix groups A and B. A group homomorphism from A to B is a map f : A → B that is a monoid homomorphism
with respect to the group operation. For all a in A, e = f (e) = f (a • a−1) = f (a) • f (a−1), so f (a−1) = f (a)−1.

A group isomorphism is a group homomorphism that is bijective. Two groups A and B are isomorphic if there is
an isomorphism f : A → B. Then there is also an isomorphism f −1: B → A. In this case we write A ≅ B.

An additive group is an additive monoid with inverses, so it is an abelian group. We adopt the following conven-
tions for additive groups:

1. We write a−1 as −a.

2. We write a + −a′ as a − a′.
3. We extend the notation na for n ≥ 0 to n ∈ Z as follows: if n < 0, then −n > 0, and na = −((−n)a). For exam-

ple, if n = −3, then na = −(3a) = −(a + a + a).
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4. We write S′ + −s as S′ − s. (Note the similarity to set difference notation. There is no ambiguity because s is
an element, not a set.)

Fix an additive group A and a subset (not necessarily a subgroup) S ⊆ A. The subgroup B generated by S is the set

of all finite sums
n

i=1
Σ si where si ∈ S or −si ∈ S. It is minimal among the subgroups of A that contain S. We say that

S generates B and that the members of S are generators of B. B is finitely generated if it is generated by a finite
set S. In particular, A is finitely generated if it is generated by a finite set S ⊆ A.

Fix an additive group A.

1. Fix a subgroup B of A and an element a ∈ A. The set B + a is called the coset of B with respect to a. An
element a′ ∈ B + a is called a representative of the coset B + a.

Consider two cosets B + a and B + a′. If these cosets have an element in common, say b + a = b′ + a′, then
a = b′ − b + a′ and a′ = b − b′ + a, i.e., a ∈ B + a′ and a′ ∈ B + a. So B + a and B + a′ are either identical or
disjoint. In the first case, both a − a′ and a′ − a are elements of B, and we say that “the” difference of a and a′
lies in B. (There are actually two differences, but either both lie in B or neither does.)

2. Fix a subgroup B of A. The quotient group or factor group A/B is the set of distinct cosets B + a, together
with the following group law:

i. The identity element of A/B is B + 0 = B.

ii. For any elements a and a′ in A, (B + a) + (B + a′) = B + (a + a′).
iii. For any element a in A, −(B + a) = B − a.

Equivalently, A/B is the group obtained from A after identifying all pairs of elements whose difference lies in
B. In particular, for any b ∈ B, b − 0 = b lies in B, so b is identified with 0.

Fix a family F = {Ai}i ∈ I of groups. The direct product (respectively direct sum) of F as a group is the direct
product (respectively direct sum) of F with respect to the group operations oi of the family. It is a group.

6. Rings and Fields

A ring is an additive group A with a second operation o′ (usually called ring multiplication or multiplication) that
makes the non-zero elements of A into a multiplicative monoid and that distributes over addition. The multiplicative
identity 1 and the additive identity 0 are distinct elements except in the case of the ring with the single element 0,
called the zero ring. The definition of a ring implies the following facts:

1. For all a ∈ A, a = 1a = (1 + 0)a = 1a + 0a = a + 0a, so 0a = 0.

2. For all a and a′ in A, 0 = 0a = (a′ + −a′)a = a′a + (−a′)a, so (−a′)a = −(a′a).

The same facts hold with the multiplication reversed.

Fix a ring A. A set S ⊆ A generates A if it generates A as an additive group. In this case we say that S is a set of
generators for A. A is finitely generated if it is generated by a finite set S.

A commutative ring is a ring whose multiplication operation is commutative. The integers Z with addition and
multiplication form a commutative ring.

The subject of commutative algebra is commutative rings. Therefore we will hereafter use the word “ring” as a
shorthand for “commutative ring,” unless otherwise specified.

Fix a ring A. The characteristic of A, written char(A), is a natural number defined as follows:

1. If there exists a natural number n > 0 such that the multiplicative identity 1 added to itself n times is zero, then
char (A) is the smallest such n.

2. Otherwise char (A) = 0.

A subring B of a ring A is a subset of A that is a ring with respect to the addition and multiplication of A.

Fix a ring A and an element a ∈ A.

1. a is a zero divisor if there exists a′ ∈ A such that a′ ≠ 0 and aa′ = 0. 0 is a zero divisor. If a ≠ 0, then a′ is
also a zero divisor.
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2. a is nilpotent if there exists n > 0 such that an = 0.

3. a is a unit if it has an inverse with respect to multiplication.

An integral domain is a ring in which 1 ≠ 0 and there are no zero divisors other than 0. Z is an integral domain.

A field is a commutative ring in which 1 ≠ 0 and every non-zero element is a unit. Each of the rational numbers Q,
the real numbers R, and the complex numbers C with addition and multiplication forms a field. Every field is an
integral domain (proof omitted).

The multiplicative group of a field F , denoted F*, is the abelian group whose elements are F − {0} and whose
group operation is multiplication in F .

Fix a ring A and an element a of A.

1. a divides an element b of A if there exists an element c of A such that b = ac.

2. a is prime if (a) it is not zero; (b) it is not a unit; and (c) for any elements b, c, and d of A, if a = bc and d

divides a, then d divides b or d divides c. For example, 2, 3, 5, and 7 are prime numbers in Z.

3. a is irreducible if it is not a unit and it cannot be represented as the product of two non-units. For example, in
Z, the prime numbers are irreducible.

In an integral domain, every prime element is irreducible (proof omitted).

A ring A is a unique factorization domain or UFD if

1. Every element a of A that is not zero and not a unit may be written as a product u b1 ⋅⋅⋅ bn with u a unit and
all bi irreducible; and

2. The representation in item 1 is unique in the sense that if a = u′ b′1 ⋅⋅⋅ b′m with u′ a unit and all b′i irreducible,
then (a) m = n and (b) there exists a bijection σ : [1, n] → [1, n] such that for all i in [1, n], b′i = uibσ (i), with ui

a unit.

Z is a unique factorization domain.

Every unique factorization domain is an integral domain (proof omitted). If A is a unique factorization domain, then
an element a of A is irreducible if and only if it is prime (proof omitted). An integral domain A is a unique factor-
ization domain if and only if every nonzero element a of A may be written as a product of a unit and prime elements
of A (proof omitted).

An ideal of a ring A is an additive subgroup I of A that is closed under multiplication with respect to A. That is, for
all a ∈ A, aI ⊆ I . In general an ideal I is not a ring (but it is a module; see § 7).

Fix a ring A and a subset S ⊆ A. The ideal generated by S is the additive subgroup generated by all elements as

with a ∈ A and s ∈ S. It is minimal among the ideals of A that contain S.

1. If S = {s1, . . . , sn} is a finite set, then we write (s1, . . . , sn) for the ideal generated by S.

2. In particular, we write (s) to denote the ideal generated by a single element s. This is called a principal ideal.
The ideal (0) is the zero ring. The ideal (1) is A.

Fix a ring A and an ideal B of A. B is irreducible if for every intersection B = C ∩ D, with C and D ideals of A,
we have C = B or D = B. For example, in Z, the ideal (p), for p any prime number, is irreducible. The ideal (6) is
not irreducible, since it is the intersection of the ideals (2) and (3).

A ring A is a principal ideal domain or PID if every ideal of A is principal. Z is a principal ideal domain.

Fix a ring A and an ideal B of A.

1. B is a proper ideal if A ≠ B.

2. B is a prime ideal if B is a proper ideal and A − B is closed under multiplication. Equivalently, B is a prime
ideal if B is a proper ideal and for all a and a′ in A such that aa′ ∈ B, either a ∈ B or a′ ∈ B. If A is an inte-
gral domain, then a principal ideal (a) is prime if and only if a = 0 or a is a prime element of A (proof omit-
ted).

3. B is a maximal ideal if B is a proper ideal and B is maximal among the proper ideals of A, considered as sets
(§ 2). Every maximal ideal is prime (proof omitted).

4. The quotient ring or residue class ring A/B is the quotient group A/B together with the multiplication law
(B + a)(B + a′) = B + aa′. This law is well-defined, because for any b, b′ ∈B, we hav e
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(b + a)(b′ + a′) = bb′ + ba′ + ab′ + aa′ ∈ B + aa′.

This law makes A/B into a ring. If B is a maximal ideal, then A/B is a field (proof omitted). In this case, A/B
is called a residue field.

Fix a ring A.

1. The nilradical of A is the set of all nilpotent elements of A. It is an ideal of A (proof omitted) and is equal to
the intersection of all prime ideals of A (proof omitted).

2. The Jacobson radical of A is the intersection of all the maximal ideals of A.

Every ring other than 0 has at least one maximal ideal (proof omitted).

Fix a ring A.

1. A is local if it has exactly one maximal ideal. The term “local” comes from algebraic geometry, where local
rings describe the behavior near the points on an algebraic variety.

2. A is semi-local if it has a finite number of maximal ideals.

Fix rings A and B. A ring homomorphism from A to B is a map f : A → B that is a group homomorphism with
respect to the addition operations of A and B and a monoid homomorphism with respect to the multiplication opera-
tions on the non-zero elements of A and of B.

A ring isomorphism is a ring homomorphism that is bijective. Two rings A and B are isomorphic if there is an iso-
morphism f : A → B, and therefore there is an isomorphism f −1: B → A.

Fix rings A and B and a ring homomorphism f : A → B.

1. The image of f , denoted im f , is the image f (A) of f as a map. It is a subring of B.

2. The kernel of f , denoted ker f , is f −1(0), i.e., the inverse image of 0 under f as a map. It is an ideal of A.

3. The coimage of f , denoted coim f , is A/ker f . It is isomorphic to im f .

4. The cokernel of f , denoted coker f , is B/im f .

f is injective if and only if ker f = 0. f is surjective if and only if coker f = 0.

Fix a ring A, and let X = {xi}i ∈ I be a family of elements not in A. We define a ring A adjoin X , written A[X].
When X is a finite family of formal variables {x1, . . . , xn}, A[X] is called the polynomial ring over A in the vari-
ables xi and is written A[x1, . . . , xn]. A[X] is defined as follows:

1. The elements of A[X] are finite sums
n

i=1
Σ ti , for n ≥ 0, where each term ti is an element ap, where a is a mem-

ber of A, and p is a finite product of zero or more elements in X with duplicates allowed. For example, in
Z[x, y], valid terms include 3, xy, and 3xy. By convention we use exponents to represent repeated instances
of the same variable. For example, we can write 3x2 instead of 3xx.

2. The element 0 ∈ A[X] is the empty sum. The element 1 ∈ A[X] is the sum consisting of the single element
1 ∈ A. The ring operations are the familiar rules of polynomial arithmetic.

a. Addition operates by removing parentheses:

(
m

i=1
Σ si) + (

n

j=1
Σ t j) =

m

i=1
Σ si +

n

j=1
Σ t j .

b. Multiplication operates by distributing over addition:

(
m

i=1
Σ si)(

n

j=1
Σ t j) =

m

i=1
Σ

n

j=1
Σ si t j .

3. Two elements of A[X] are equal if one can be transformed into the other using operations that must hold in
order for A[X] to be a commutative ring. For example, x1 + x2 x3 = x3 x2 + x1, 0x1 = 0, x1 + x1 = (1 + 1)x1,
etc.

4. If A and the elements X are members of a ring B, then two elements of A[X] are equal if the finite sums
n

i=1
Σ ti

are equal in B. For example, if a is a member of A, then A[a] = A, because any finite sum
n

i=1
Σ ti can be
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simplified to a member of A.

Formally, the elements of A[X] are the equivalence classes of the formal sums (1) under the equivalence relation (3)
and (4) on the formal sums.

Fix a ring A and ideals B and C of A.

1. The sum of B and C, written B + C, is the set of all elements b + c such that b ∈ B and c ∈ C. The sum of
two ideals is an ideal, so the sum provides a binary operation on the ideals of A. The operation is commuta-
tive and associative with identity (0), so it makes the set of ideals of A into an additive monoid.

2. The product of B and C, written BC, is the ideal generated by the elements bc with b ∈ B and c ∈ C.4 The
product provides a binary operation on the ideals of A. The operation is commutative and associative with
identity (1), so it makes the set of ideals of A into a multiplicative monoid. It distributes over the sum.

3. B and C are coprime or relatively prime if B + C = (1). In Z, (n) and (m) are coprime if and only if they
have no common factors, other than the units 1 and −1. For example, (2) and (3) are coprime.

4. The ideal quotient (B : C) is the set {a ∈ A | aC ⊆ B}. It is an ideal. If B or C is a principal ideal, then we
may omit the extra parentheses. For example, we may write (b : c) instead of ((b) : (c)).

The motivation for the name is as follows. If B and C are principal ideals, and c divides b, and b/c = d (i.e.,
b = dc), then (b : c) = (d).

Fix a ring A and an ideal C of A. The annihilator of C is the ideal (0 : C). It is the set of elements a ∈ A such that
aC = 0.

Fix a ring A and a set B ⊆ A. The radical of B, written rad(B), is the set of all elements a ∈ A such that an ∈ B for
some n > 0. If B is an ideal of A, then rad(B) is the intersection of all the prime ideals P of A such that B ⊆ P

(proof omitted).

Fix a family F = {Ai}i ∈ I of rings. The direct product (respectively direct sum) of F as a ring is the direct prod-
uct (respectively direct sum) of F as a family of additive groups, together with the multiplication operation that
comes from the direct product of the multiplicative monoids of F as a family of multiplicative monoids. It is a ring.
Note that in any element {ai} of a direct sum of rings, all but finitely of the elements ai are zero.

Fix rings A and B and a ring homomorphism f : A → B.

1. Let C be an ideal of A. The extension of C by f is the ideal in B generated by f (C).

2. Let C be an ideal of B. The contraction of C by f is f −1(C), which is an ideal of A.

7. Modules

In this section, unless otherwise specified, A denotes a commutative ring.

Let B be an additive group.

1. An endomorphism of B is a homomorphism f : B → B.

2. The endomorphism ring of B, written end(B), is the ring defined as follows:

a. The set S is the set of endomorphisms of B.

b. Addition is defined by f + g = b → f (b) + g(b).

c. The additive identity 0 is the map b → 0.

d. Multiplication is defined by fg = f g.

e. The multiplicative identity 1 is the identity map.

In general, end(B) is a non-commutative ring.

An A-module is an additive group B together with a ring homomorphism f : A → end(B). f associates to each ele-
ment a ∈ A a map f (a): B → B. We write ab to mean f (a)(b) and call this operation multiplication by A.

1. Because f is a homomorphism, we have (a + a′)b = ab + a′b and (aa′)b = a(a′b).

4 Some authors write BC to represent the set of elements bc, instead of the ideal generated by this set. In general the two definitions are not

the same. For example, in the ring Z[x, y], the product (x)(y) contains x + y under the first definition but not under the second.
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2. Because f (a) is an endomorphism, we have 1b = b and a(b + b′) = ab + ab′.
3. We adopt the same notation as for ring multiplication. For example, aC means the set of all ac such that

c ∈ C.

The concept of an A-module generalizes the concept of an ideal (every ideal of A is an A-module). In particular,
ev ery ring A is an A-module, and every field F is an F-module.

Every additive group B is a Z-module, where the rule for multiplying n ∈ Z by b ∈ B is given by the rule for

expanding nb in an additive group, i.e., 0b = 0, nb =
n

i=1
Σ b, and (−n)b = −(nb), where n > 0  is a natural number. For

the same reason, every ring and every A-module is a Z-module.

Unless otherwise specified, in the rest of this section, “module” means “A-module.”

Fix a module B. A submodule C of B is a subset of C that is an A-module with respect to the addition and multipli-
cation by A inherited from B. An ideal of A is a submodule of A, considered as an A-module.

A module B is simple if it has no submodules except itself and 0.

Fix a module B, and a subset S ⊆ B.

1. The submodule C generated by S is the module generated as an additive subgroup by all elements as with
a ∈ A and s ∈ S. It is minimal among the submodules of B that contain S. In this case we say that S gener-
ates C, and the members of S are generators for C.

2. B is finitely generated if it is generated by a finite set S.

Notice that an additive group (respectively ring) is finitely generated if and only if it is finitely generated as a Z-
module.

Fix a ring A and a subset S ⊆ A, The submodule of A (as an A-module) generated by S is equivalent to the ideal of
A (as a ring) generated by S.

Fix a module B and a submodule C of B. The quotient module B/C is the quotient group B/C together with the
multiplication law a(C + b) = C + ab. This law makes B/C into an A-module.

Fix A and modules B and C.

1. An A-module homomorphism from B to C is a map f : B → C that (a) is a group homomorphism with
respect to the group structure of B and C and (b) satisfies the equation f (ab) = a( f (b)) for all a ∈ A and
B ∈ B. When the context is clear, we will write “homomorphism” instead of “A-module homomorphism.”

a. A map f : B → C is A-linear (or just linear) if it is an A-module homomorphism.

b. A module isomorphism is a module homomorphism that is bijective. Two modules B and C are iso-

morphic if there is an isomorphism f : B → C, and therefore there is an isomorphism f −1: C → B.

c. The image, kernel, coimage, and cokernel of a module homomorphism are defined as for ring homo-
morphisms, replacing “ring” with “module.”

2. The A-module Hom(B, C) is defined as follows:

a. The set S is the set of A-module homomorphisms f : B → C.

b. Addition is defined by f + g = b → f (b) + g(b).

c. Multiplication by A is defined by af = b → a( f (b)).

When we want to specify that Hom(B, C) is an A-module, we write HomA(B, C).

Fix modules B, B′, C, and C′. Fix homomorphisms f : B′ → B and g: C → C′.
1. Hom( f , g) or HomA( f , g) is the homomorphism from Hom(B, C) to Hom(B′, C′) giv en by

h → g h f .

Notice that Hom is contravariant in its first argument, because it reverses the positions of B and B′. We take
up this idea further below, in the section on functors.

2. We write Hom( f , C) or HomA( f , C) in the case where C′ = C and g: C → C is the identity map. Hom( f , C)
is the mapping h → h f that says, “Given a homomorphism h, construct a new homomorphism
Hom( f , C)(h) by composing h with f on the right.”
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3. We write Hom(B, g) or HomA(B, g) in the case where B′ = B and f : B → B is the identity map. Hom(B, g) is
the mapping h → g h that says, “Given a homomorphism h, construct a new homomorphism Hom(B, g)(h)
by composing h with g on the left.”

Many authors write f * for Hom( f , C) and f* for Hom(B, f ).

Fix an A-module B, and fix submodules C and D of B.

1. Let F = {Ci}i ∈ I be a family of submodules of B. The sum
i ∈ I
Σ Ci is the submodule of B generated by

i ∈ I
∪ Ci .

It is the set of all finite sums
n

j=1
Σ c j such that each c j is a member of some Ci .

2. Let C be an ideal of A and D be a submodule of B. The product CD is the submodule of B generated by ele-
ments cd with c ∈ C and d ∈ D.

3. Fix submodules C and D of B. The quotient (C : D) is the set { a ∈ A | aD ⊆ C }. It is an ideal of A.

4. The annihilator of B, written ann(B), is the ideal (0 : B) of A. It is the set of all a ∈ A such that aB = 0.

A module B is faithful if ann(B) = 0.

Fix a family F = {Bi}i ∈ I of A-modules. The direct product (respectively direct sum) of F as an A-module is the
direct product (respectively direct sum) of F as a family of additive groups, together with the multiplication rule

a{bi}i ∈ I = {abi}i ∈ I .

It is an A-module. As for rings, for any element {bi} of a direct sum of modules, all but finitely many of the ele-
ments bi are 0.

A free A-module is an A-module that is isomorphic to the direct sum
i ∈ I
⊕ A, for some index set I . I may be finite or

infinite. Each element of the direct sum is a family of elements {ai}i ∈ I . If I is infinite, then all but finitely many of
the elements ai are 0.

Fix a family F = {Bi}i ∈ I of A-modules, and let B =
i ∈ I
× Bi .

1. Fix a module C and a map f : B → C. f is map of sets, not of modules, because B is not a module.

a. Fix an index i ∈ I . We say that f is A-linear in index i if for every stable injection map gi: Bi → B,
f gi: Bi → C is an A-module homomorphism. In particular, when I = {1, 2} and f is a map from
B1 × B2 to C, each stable injection map g1 is of the form b → (b, b2), where b2 ∈ B2 is a constant that
depends on g1 but not b; and similarly for each stable injection map g2.

b. If f is A-linear in i for all i ∈ I , then we say that f is A-multilinear. In particular, when I = {1, 2}, we
say that f is A-bilinear.

2. The tensor product of F , written
i ∈ I

⊗A Bi , is an A-module D with the following properties:

a. There exists an A-multilinear map h: B → D.

b. For any module C and any A-multilinear map f : B → C, there exists a unique module homomorphism
f ′: D → C such that f = f ′ h. We say that f factors through h.

Informally, the tensor product transforms (a) a Cartesian product of modules B into a module D and (b) an A-
multilinear map f : B → C into an A-module homomorphism f ′: D → C. The tensor product exists and is
unique up to unique isomorphism (proof omitted).

3. We may represent each element of the tensor product of F as a finite sum
n

j=1
Σ a j t j , where a j ∈ A, and t j is a

term of the form
i ∈ I

⊗A bij with bij ∈ Bi . In the bilinear case, each element of the tensor product has the form

n

j=1
Σ a j(b j ⊗A b′j). Because of the multilinearity of h, many of these sums are equivalent. In particular:

a. In the bilinear case,

a(b1 ⊗ b2) = ab1 ⊗ b2 = b1 ⊗ ab2.

In general, a
i ∈ I

⊗A bi =
i ∈ I

⊗A b′i if bi = b′i for all i ≠ j and ab j = b′j .
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b. In the bilinear case,

b1 ⊗ b2 + b′1 ⊗ b2 = (b1 + b′1) ⊗ b2

b1 ⊗ b2 + b1 ⊗ b′2 = b1 ⊗ (b2 + b′2).

In general,
i ∈ I

⊗A bi +
i ∈ I

⊗A b′i =
i ∈ I

⊗A b′′i if bi = b′i = b′′i for all i ≠ j and b j + b′j = b′′j .

Because of observation (a), we may represent each element of the tensor product of F as
n

j=1
Σ t j , i.e., we may

assume that a j = 1 for all j. Remember: An element of B1 ⊗A B2 is in general a sum of elements of the form
b1 ⊗A b2, not (in general) a single element of the form b1 ⊗A b2.

4. Where the ring A is clear from the context, we may omit the qualifiers A- and subscripts A in the notation.

5. Fix a family {Ci}i ∈ I of A-modules and a family of A-module homomorphisms { fi: Bi → Ci}i ∈ I .

a.
i ∈ I
⊗ fi:

i ∈ I
⊗ Bi →

i ∈ I
⊗ Ci is the homomorphism that takes

n

j=1
Σ t j to

n

j=1
Σ f (t j), where

f (
i ∈ I
⊗ bij) =

i ∈ I
⊗ f (bij).

For example, ( f1 ⊗ f2)(b1 ⊗ b2) = f1(b1) ⊗ f2(b2).

b. When Bi = Ci and fi is the identity map, we write Bi for fi . For example,

( f1 ⊗ B2)(b1 ⊗ b2) = f1(b1) ⊗ b2.

Fix rings A and B and a ring homomorphism f : A → B.

1. Fix a B-module C. Make C into an A-module as follows: for all a ∈ A and c ∈ C, ac = f (a)c. This opera-
tion is called restriction of scalars.

2. Fix an A-module C. B is a B-module because it is a ring. Make it into an A-module by restriction of scalars
and construct the A-module D = B ⊗A C. Now make D into a B-module according to the following multipli-
cation rule:

b ⋅
n

i=1
Σ(bi ⊗A ci) =

n

i=1
Σ(bbi ⊗A ci).

This operation is called extension of scalars.

8. Vector Spaces

Where A is a field, an A-module is called a vector space over A or just a vector space, when the field A is under-
stood.

Every vector space B is a free module. That is, B =
i ∈ I
⊕ A, for some field A and some index set I (proof omitted).

When I is a finite set of cardinality n, we denote this vector space An. The dimension of B is the cardinality of I . It
is finite and equal to n for some natural number n, or it is infinite. If the dimension of B is infinite, then for each ele-
ment {bi} of B, all but finitely many of the elements bi are zero.

A basis for a vector space B is a minimal set of generators for B as an A-module.

1. If S is a basis for B, then (a) each element of B may be written as a finite sum
n

i=1
Σ ai si , where each ai ∈ A and

each si ∈ S; and (b) S is minimal among sets with property (1) (i.e., property (a) is not true for any proper
subset of S). An equivalent statement of property (a) is that B is equal to the the direct sum of vector spaces

s ∈ S
⊕ As. An expression

n

i=1
Σ ai si is called a linear combination of elements of S.

2. Every vector space B has a basis, and either all bases are infinite, or all bases are finite with the same size d

(proof omitted). In the first case the dimension of B is infinite. In the second case the dimension is finite and
equal to d .
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Consider the operation of the direct sum and the tensor product on a pair of vector spaces Am and An:

1. Am ⊕ An = Am+n. This is clear from the definitions. For example, an element of R2 ⊕ R2 is ((a, b), (c, d)),
which corresponds to the element (a, b, c, d) in R4.

2. Am ⊗ An = Amn. Giv en bases B1 for Am and B2 for An, a basis for Am ⊗ An is the set of all b1 ⊗ b2 such
that b1 ∈ B1 and b2 ∈ B2.

These observations motivate the notation ⊕ and ⊗.

9. Algebras

Let A be a ring. An A-algebra is a ring B that is also an A-module, such that the map a → a ⋅ 1B is a ring homo-
morphism. Here 1B denotes the multiplicative identity element of B. Equivalently, an A-algebra is a ring B together
with a ring homomorphism f : A → B. By restriction of scalars (§ 7), f makes B into an A-module, with
a ⋅ b = f (a)b and a ⋅ 1 = f (a) ⋅ 1 = f (a).

Every ring A is an A-algebra, with f equal to the identity map on A. Every ring A is also a Z-algebra, with

f = n → n1. (Recall that n1 denotes 0 if n = 0,
n

i=1
Σ 1 if n > 0, and −((−n)1) = −

n

i=1
Σ 1 if n < 0.) The polynomial ring

P = A[x1, . . . , xn] is an A-algebra, with f equal to the identity map on A as a subset of P.

Fix a ring A, and let (B, f ) and (C, g) be A-algebras. An A-algebra homomorphism h: B → C is a ring homomor-
phism that is also an A-module homomorphism. h is an A-algebra homomorphism if and only if h f = g (proof
omitted).

Fix an A-algebra (B, f ).

1. B is finitely generated if there exists a set X = {x1, . . . , xn} with X ∩ A = ∅ and a surjective A-algebra
homomorphism g: A[X] → B. We may represent any element of B by any of the polynomials in
g−1(b) ⊆ A[X]. Equivalently, there exists a set {bi} ⊆ B such that we may represent any element b ∈ B as a
sum of terms, each of which is an element of A times a nonnegative power of one of the bi . In this case we
say that the ring homomorphism f is of finite type.

2. B is finite if it is finitely generated as an A-module. Equivalently, there exists a set {bi} ⊆ B such that we
may represent any element of B as a sum of terms, each of which is an element of A times one of the bi .
(Unfortunately, this terminology is misleading, since it suggests that the set of elements of B is finite, which is
not in general true. Remember: a finite algebra is not in general a finite set.) In this case we say that the ring
homomorphism f is finite.

Some authors say that B is ring finite in case 1 and module finite in case 2.

Fix a ring A, and let (B, f ) and (C, g) be A-algebras. Use the A-module structure of B and of C to form the tensor
product D = B ⊗A C. D is an A-module. Now define a multiplication on D as follows:

n

i=1
Σ(bi ⊗ ci) ⋅

m

j=1
Σ(b′i ⊗ c′i) =

n

i=1
Σ

m

j=1
Σ(bib′j ⊗ cic′j).

This operation makes D into a commutative ring with identity 1 ⊗ 1 (proof omitted). The map a → f (a) ⊗ g(a) is
a ring homomorphism A → D, so D is an A-algebra. Thus the tensor product ⊗A is a binary operation on A-alge-
bras.

10. Direct and Inverse Limits of Modules

Recall that a directed set is a nonempty partially ordered set S in which every pair of elements of S has an upper
bound (§ 2).

Fix a directed set I , a ring A, and a family F = {Bi}i ∈ I of A-modules.

1. F is a direct system of modules over I (direct system for short) if there exist homomorphisms fij : Bi → B j

for all i ≤ j such that

a. For all i ∈ I , fii is the identity map on Bi .

b. For all i ≤ j ≤ k, fik = f jk fij .
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2. F is an inverse system of modules over I (inverse system for short) if there exist homomorphisms
fij : B j → Bi for all i ≤ j such that

a. For all i ∈ I , fii is the identity map on Bi .

b. For all i ≤ j ≤ k, fik = fij f jk .

Fix a direct system S. The direct limit of S, written
→

lim Bi , is the disjoint union of the modules Bi , subject to the

equivalence relation (b, i) ∼ ( fij(b), j) for all i ≤ j and all b ∈ Bi . In particular, if b ∈ Bi and b′ ∈ B j , then
(b, i) ∼ (b′, j) if and only if there exists k with i ≤ k and j ≤ k such that fik(b) = f jk(b′). The direct limit is an A-
module with the following operations:

a. Fix a ∈ A, i ∈ I , and b ∈ Bi . Then a(b, i) = (ab, i).

b. Fix i and j, b ∈ Bi , and b′ ∈ B j . Pick k such that i ≤ k and j ≤ k. Then (b, i) ⋅ (b′, j) = ( fik(b) ⋅ f jk(b), k)
and (b, i) + (b′, j) = ( fik(b) + f jk(b), k).

Fix an inverse system S. The inverse limit of S, written
←

lim Bi , consists of all elements {bi}i ∈ I of the direct prod-

uct
i ∈ I
Π Bi such that for all i ≤ j, bi = fij(b j). The inverse limit is a submodule of the direct product.

In § 24, we will give a concrete example of an inverse limit.

11. Module Sequences

An A-module sequence consists of a ring A, a sequence {Bi}i ∈ I of A-modules, where I is a consecutive subset of
Z, and one of the following:

1. A sequence of A-module homomorphisms { fi: Bi → Bi+1}i ∈ J , where J ={i ∈ I | i + 1 ∈ I}. In this case, we
say the module sequence is ascending.

2. A sequence of A-module homomorphisms { fi: Bi → Bi−1}i ∈ J , where J ={i ∈ I | i − 1 ∈ I}. In this case, we
say the module sequence is descending.

Note that an A-module sequence may be a Z-module sequence, i.e., a sequence of abelian groups. When there is no
ambiguity, we write “module sequence” or “sequence” instead of “A-module sequence.”

Common choices for I are Z and {0, . . . , n}. When I = Z, we write an ascending sequence as follows:

⋅⋅⋅
f −2

→ B−1 f −1

→ B0 f 0

→ B1 f 1

→ ⋅⋅⋅

We write a descending sequence as follows:

⋅⋅⋅
f−1← B−1

f0← B0

f1← B1

f2← ⋅⋅⋅

When I = {0, . . . , n}, we write an ascending sequence as follows:

B0 f 0

→ ⋅⋅⋅
f n−1

→ Bn

We write a descending sequence as follows:

B0

f1← ⋅⋅⋅
fn← Bn

Sometimes we write a descending sequence with the arrows going left to right, e.g.,

⋅⋅⋅
f 2

→ B1 f 1

→ B0 f 0

→ B−1 f −1

→ ⋅⋅⋅

We also write sequences S with no explicit indices, e.g.,

A
f

→ B
g

→ C

In this case, it doesn’t matter whether S is ascending or descending; we can make S into either one by appropriately
numbering the modules and homomorphisms.

We adopt the following conventions, for any module B:
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1. The map 0 → B is the identity map on 0 as a subset of B.

2. The map B → 0 is the map b → 0.

Fix an A-module sequence S.

1. S is exact at i if (a) S is ascending and im f i−1 = ker f i; or (b) S is descending and im fi+1 = ker fi .

2. S is exact if it is exact at all i ∈ J .

When an A-module sequence is exact, we say it is an exact sequence.

A left exact sequence is an exact sequence of the form

0 → B
f

→ C → D

Because of the exactness, f is injective (its kernel is the image of the left-hand arrow, which is 0).

A right exact sequence is an exact sequence of the form

B → C
f

→ D → 0

Because of the exactness, f is surjective (its image is the kernel of the right-hand arrow, which is all of D).

For any modules B and C and homomorphism f : B → C, we can write the the following exact sequence S:

0 → ker f
g

→ B
f

→ C
h

→ coker f → 0

where g is the identity map on ker f as a subset of B, and h is the map taking each element c to its coset in C/im f .
Let S′ be the exact sequence formed by deleting 0 → and → 0 from S. Then f is injective if and only if S′ is left
exact (i.e., ker f = 0), and it is surjective if and only if S′ is right exact (i.e., coker f = 0).

Let S1 and S2 be module sequences. S2 is the dual sequence of S1 (and vice versa) if the modules and homomor-
phisms of S1 and S2 may be put in one-to-one correspondence, with each arrow rev ersed. Each left exact sequence
has a dual right exact sequence. Each ascending sequence has a dual descending sequence (but notice that the num-
bering of the homomorphisms must be shifted by one).

A short exact sequence is an exact sequence of the form

0 → B
f

→ C
g

→ D → 0

Because of the exactness, f is injective and g is surjective.

A split exact sequence is a short exact sequence of the form

0 → B
f

→ B ⊕ D
g

→ D → 0

where f is the injection map b → (b, 0), and g is the projection map (b, d) → d .

1. Every split exact sequence has a dual sequence

0 → D
g′
→ B ⊕ D

f ′
→ B → 0

where g′ = d → (0, d) and f ′ = (b, d) → b.

2. Fix a short exact sequence S given by 0 → B
f

→ C
g

→ D → 0. The following conditions are equivalent (proof
omitted):

a. S is a split exact sequence (that is, C ≅ B ⊕ D). In this case, we say that the sequence splits.

b. There exists a homomorphism f ′: C → B such that f ′ f : B → B is the identity map.

c. There exists a homomorphism g′: D → C such that g g′: D → D is the identity map.

Fix a ring A and an A-module B.

1. B is projective if any of the following conditions holds:

a. For every exact sequence C
f

→ D → 0 and every A-module sequence B
g

→ D, there exists an A-module

sequence B
h

→ C such that g = f h.
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b. There exists an A-module C such that D = B ⊕ C is free. In this case, B, C, and D are all projective
(proof omitted).

c. Every short exact sequence of A-modules 0 → C → D → B → 0 is a split exact sequence.

Conditions a through c are equivalent (each one implies the other two) (proof omitted).

2. B is injective if any of the following conditions holds:

a. For every exact sequence 0 → C
f

→ D and every A-module sequence C
g

→ B, there exists an A-module

sequence D
h

→ B such that g = f h.

b. If B is a submodule of an A-module D, then there exists an A-submodule C of D such that D ≅ B ⊕ C.

c. Every short exact sequence of A-modules 0 → B → C → D → 0 is a split exact sequence.

Conditions a through c are equivalent (proof omitted).

12. Diagrams

A diagram of modules is a collection of modules and homomorphisms between the modules, in which the homo-
morphisms are represented as arrows between the modules, possibly with labels. For example:

1. Every module sequence (§ 11) is a diagram of modules.

2. The following diagram shows modules A, B, and C and homomorphisms f : A → B, g: B → C, and
h: A → C.

A

B

C

f g

h

In this document, we will refer to a diagram of modules as a diagram. In category theory, the concept of a diagram
is more general.

Let D be a diagram. We say that D is commutative (or commutes) if every composition of arrows with the same
endpoints represents the same map. For example, the diagram above commutes if h = g f .

13. Functors of Modules

For any ring A, let M A denote the class (§ 2) of all A-modules, and let H A denote the class of all homomorphisms
between modules in M A.5

Fix rings A and A′. A functor of modules between M A and M A′ is a pair of maps F : M A → M A′ and F : H A → H A′
such that

1. For all modules B in M A, if f is the identity map on B, then F( f ) is the identity map on F(B).

2. One of the following conditions holds:

a. The functor is covariant:

i. For all sequences B
f

→ C in M A, there is a corresponding sequence F(B)
F( f )
→ F(C) in M A′.

ii. For all sequences B
f

→ C
g

→ D in M A, F(g f ) = F(g) F( f ).

b. The functor is contravariant:

i. For all sequences B
f

→ C in M A, there is a corresponding sequence F(C)
F( f )
→ F(B) in M A′.

5 An alternative approach used in category theory is to restrict all A-modules to be “small” sets, i.e., sets that are members of some universe set

U . In this approach M A and H A are sets instead of classes. See § 1 of my paper Definitions for Category Theory.
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ii. For all sequences B
f

→ C
g

→ D in M A, F(g f ) = F( f ) F(g).

Covariant functors preserve the directions of the arrows, and contravariant functors reverse the directions.

We will write a functor of modules as F : M A → M A′, with the map F : H A → H A′ implied. In this document, we
will refer to a functor of modules as a functor. In category theory, the concept of a functor is more general.

We associate functors with Hom and ⊗ as follows:

1. Fix a module C. The functor Hom(−, C) defined by the maps B → Hom(B, C) and f → Hom( f , C) is con-
travariant because it maps f : B′ → B to g → g f : Hom(B, C) → Hom(B′, C).

2. Fix a module B. The functor Hom(B, −) defined by the maps C → Hom(B, C) and f → Hom(B, f ) is covari-
ant because it maps f : C → C′ to g → f g: Hom(B, C) → Hom(B, C′).

3. Fix a module C. The functor − ⊗ C defined by the maps B → B ⊗ C and f → f ⊗ C is covariant because it
maps f : B → B′ to f ⊗ C: B ⊗ C → B′ ⊗ C.

4. The definition of the tensor product is symmetric in its indices. Therefore we can fix a module B and write
the covariant functor B ⊗ −.

Let S be the sequence A
f

→ B
g

→ C
h

→ D.

1. A covariant functor F takes S to the sequence F(A)
F( f )
→ F(B)

F(g)
→ F(C)

F(h)
→ F(D). A covariant functor is left

exact if it takes a left exact sequence to a left exact sequence, right exact if it takes a right exact sequence to a
right exact sequence, and exact if it takes an exact sequence to an exact sequence.

2. A contravariant functor F takes S to the sequence F(D)
F(h)
→ F(C)

F(g)
→ F(B)

F( f )
→ F(A). A contravariant func-

tor is left exact if it takes a left exact sequence to a right exact sequence, right exact if it takes a right exact
sequence to a left exact sequence, and exact if it takes an exact sequence to an exact sequence.

The functors associated with Hom and the tensor product have the following exactness properties (proofs omitted):

1. For any module B, Hom(B, −) is left exact. B is projective if and only if Hom(B, −) is exact (proof omitted).

2. For any module C, Hom(−, C) is right exact. C is injective if and only if Hom(−, C) is exact (proof omitted).

3. For any module B, B ⊗ − is right exact.

A module B is flat if the functor B ⊗ − is exact.

Fix rings A and A′. Let F : M A → M A′ and F ′: M A → M A′ be covariant functors. A natural transformation

η: F → F ′ is a class-indexed family (§ 2) of homomorphisms {η B: F(B) → F ′(B)}B ∈ M A
such that for each

sequence B
f

→ C of modules in M A, the following diagram commutes:

F(B) F ′(B)

F(C) F ′(C)

F( f )

ηC

η B

F ′( f )

A natural transformation of contravariant functors has the same definition with the vertical arrows reversed. For
each B ∈ M A, the homomorphism η B is called the component of η associated with B. If each η B is an isomor-
phism of modules, then we say that η is a natural isomorphism of functors.

Fix rings AL and AR. Let L: M AL
→ M AR

and R: M AR
→ M AL

be functors. L and R are adjoint functors, and L is
the left adjoint, and R is the right adjoint, if for each (BL , BR) ∈ M AL

× M AR
there is a bijection of sets

φ (BL , BR): Hom(L(BL), BR) → Hom(BL , R(BR))

such that for all (B′L , B′R) ∈ M AL
× M AR

and for all ( fL , fR) ∈ Hom(B′L , BL) × Hom(BR, B′R), the following dia-
grams commute:
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Hom(L(BL), BR) Hom(BL , R(BR))

Hom(L(BL), B′R) Hom(BL , R(B′R))

Hom(L(BL), fR)

φ (BL , B′R)

φ (BL , BR)

Hom(BL , R( fR))

Hom(L(BL), BR) Hom(BL , R(BR))

Hom(L(B′L), BR) Hom(B′L , R(BR))

Hom(L( fL), BR)

φ (B′L , BR)

φ (BL , BR)

Hom( fL , R(BR))

Equivalently, for all f ∈ Hom(L(BL), BR),

φ (BL , B′R)( fR f ) = R( fR) φ (BL , BR)( f )

φ (B′L , BR)( f L( fL)) = φ (BL , BR)( f ) fL

For any A-module C, let L = − ⊗A C and R = HomA(C, −). Then L and R are adjoint functors (proof omitted). For
example, let B, C, and D be A-modules, and let f be an element of Hom(B ⊗ C, D). Then

R( f ) = Hom(C, f ): Hom(C, B ⊗ C) → Hom(C, D) = g → f g.

Let

η: B → Hom(C, B ⊗ C) = b → (c → b ⊗ c).

Then Hom(C, f ) η is an element of Hom(B, Hom(C, D)), and

φ (B, D)( f ) = R( f ) η = b → (c → f (b ⊗ c))),

where φ (B, D): Hom(B ⊗ C, D) → Hom(B, Hom(C, D)) is the bijection associated with the adjoint functors. η is
called the unit associated with the adjoint functors. It is the map that, when composed with R( f ), yields φ ( f ). A
similar calculation in the other direction, applying − ⊗ C to an element of Hom(B, Hom(C, D)), yields the counit.

14. Fractions and Localization

Fix an integral domain A. The field of fractions of A is a field F with the following properties:

1. There is an injective ring homomorphism f : A → F

2. F is minimal among fields with property (1).

The field of fractions F of A exists and is unique up to isomorphism (proof omitted). We may represent F in the fol-
lowing way:

1. The elements of F are fractions a/b, where a ∈ A, b ∈ A − {0}, and a/b is equivalent to c/d if and only if
ad − bc = 0. This is the usual rule for canceling common factors from the numerator and denominator of a
fraction. For example, if A = Z, then 1/2 is equivalent to 2/4 because 1 ⋅ 4 − 2 ⋅ 2 = 0.

2. Addition is given by a/b + c/d = (ad + cb)/bd . This is the usual rule for adding fractions. For example,
1/2 + 1/3 = (3 + 2) / 6 = 5/6.

3. Multiplication is given by a/b ⋅ c/d = ac/bd . This is the usual rule for multiplying fractions. For example,
1/2 ⋅ 2/3 = 2/6 = 1/3.

The field of fractions of the integers Z is the field of rational numbers Q.

We generalize the field of fractions of A as follows. Let A be a general ring (not necessarily an integral domain).
Let S ⊆ A be a multiplicative monoid (i.e., S contains 1 and is closed under the multiplication of A). Informally, the
ring of fractions of A with respect to S, written S−1 A, extends A so that the elements in S are units (i.e., have
inverses). Formally, S−1 A is a ring with the following properties:
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1. There is a ring homomorphism f : A → S−1 A. f is not necessarily an injection.

2. For all s ∈ S, f (s) is a unit in S−1 A.

3. If g: A → B is a ring homomorphism such that g(s) is a unit in B for all s ∈ S, then there exists a unique ring
homomorphism h: S−1 A → B such that g = h f .

S−1 A exists and is unique up to unique isomorphism, given A and S (proof omitted). We may represent S−1 A as fol-
lows:

1. The elements of S−1 A are fractions a/s, where a ∈ A, s ∈ S, and a/s is equivalent to a′/s′ if and only if there
exists s′′ ∈ S such that (as′ − a′s)s′′ = 0. This rule ensures that equivalence is transitive. It is similar to the
rule for canceling common factors in the field of fractions of an integral domain, but it accounts for the fact
that we may have (as′ − a′s)s′′ = 0 with both as′ − a′s ≠ 0 and s′′ ≠ 0.

2. Addition and multiplication are as for the field of fractions.

3. The ring homomorphism f is a → a/1.

Fix a ring A and a prime ideal P of A. Let S = A − P. By definition, S contains 1 (because P ≠ A) and is multi-
plicatively closed. Write AP to denote the ring S−1 A. The elements a/s with a ∈ P form a maximal ideal M of AP ,
and M is the only maximal ideal of AP (proof omitted). Therefore AP is a local ring. The process of passing from
A to AP is called localization at the prime ideal P. Localization at a prime ideal is a fundamental operation in alge-
braic geometry.

Fix a ring A. A local property of A is a property that holds for A if and only if it holds for each ring AP , where P is
a prime ideal of A.

We generalize the ring of fractions S−1 A as follows. Let B be an A-module. As before, let S ⊆ A be a multiplica-
tive monoid. Construct the S−1 A-module S−1 B as follows:

1. The elements of S−1 B are fractions b/s, where b ∈ B, s ∈ S, and b/s is equivalent to b′/s′ if and only if there
exists s′′ ∈ S such that (bs′ − b′s)s′′ = 0. This rule is similar to the equivalence rule for S−1 A, but it uses
module multiplication instead of ring multiplication.

2. Addition and module multiplication are as for the field of fractions, using module multiplication instead of
ring multiplication. That is, b/s + b′/s′ = (bs′ + b′s)/ss′, and a/s ⋅ b/s′ = ab/ss′.

Fix a ring A and an A-module B. A local property of B is a property that holds for B if and only if it holds for each
module BP , where P is a prime ideal of A.

Fix a ring A, an A-module B, and a prime ideal P of A. We write BP to denote S−1 B, with S = A − P. In particular,
if I is an ideal of A, we can write IP , because I is an A-module.

Fix an A-module homomorphism f : B → C. Define the S−1 A-module homomorphism S−1 f : S−1 B → S−1C by
b/s → f (b)/s. The operation S−1 − that takes B to S−1 B and f to S−1 f is an exact functor (proof omitted).

15. Polynomials

In this section, A denotes a ring.

A polynomial in variables x1, . . . , xn over A is a member of the polynomial ring A[x1, . . . , xn] defined in § 6.
Every polynomial p(x1, . . . , xn) defines a map p: An → A given by (a1, . . . , an) → p(a1, . . . , an), where
p(a1, . . . , an) ∈ A denotes p(x1, . . . , xn) after substituting ai for xi at each index i and simplifying.

Every polynomial in one variable x over A may be written uniquely in the form p(x) = a0 + a1 x + ⋅⋅⋅ + an xn, for
some n ≥ 0 and all ai ∈ A.

1. The coefficients of a polynomial p are the values ai . The value an is the leading coefficient of the polyno-
mial. If the leading coefficient is 1, then we say that the polynomial is monic.

2. The natural number n is called the degree of the polynomial.

3. A nonzero polynomial p is reducible if it can be expressed as the product of two polynomials p1 and p2, each
of degree greater than zero. A nonzero polynomial that is not reducible is irreducible.

4. A root of a polynomial p(x) is an element a ∈ A such that p(a) = 0.
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If A is an integral domain, then A[x1, . . . , xn] is an integral domain (proof omitted). In particular, if A is a field,
then A[x1, . . . , xn] is an integral domain, and we may construct its field of fractions (§ 14). This field of fractions is
denoted A(x1,. . . , xn).

Fix a ring B and a subring A of B. Let b1, . . . , bn be elements of B. The ring A[b1, . . . , bn] is a subring of B. It
consists of all elements b ∈ B such that b = p(b1, . . . bn) for some polynomial p ∈ A[x1, . . . , xn], taken as a mem-
ber of B[x1, . . . , xn]. As an example, let ρ ∈ R be the cube root of 2, i.e., the unique real number such that ρ3 = 2.
Then Q[ρ] is a subring of R. It consists of elements of the form a + bρ + cρ2, where a, b, and c are rational num-
bers.

Let p =
m

i=1
Σ ti be a polynomial in n variables, where the terms ti are as defined in § 6.

1. The degree of the term ti is the number of variables appearing in ti , counting duplicates with multiplicity. For
example, the term 2x2 y has degree 3, the term 5x has degree one, and the term 5 has degree zero.

2. p is homogeneous of degree d if all terms ti have the same degree d . For example, 3x2 + 2xy is homoge-
neous of degree 2.

For any d ≥ 0, the homogeneous polynomials of degree d form a submodule of A[X], considered as an A-module.

16. Formal Power Series

In this section, A denotes a ring.

Let X = {x1, . . . , xn} denote a finite family of formal variables, i.e., elements not in A. A formal power series over

A[X] is an expression of the form
i ∈ N
Σ pi or

∞

i=0
Σ pi , where each element pi is a homogeneous polynomial of degree i

in A[X] (§ 15), and the sum represents the formal sum of the infinitely many terms pi as i ranges over N. In partic-
ular, when X = {x}, a formal power series over A[x] is a  formal sum

i ∈ N
Σ ai x

i , where the elements ai are members

of A.

Note that a formal sum
i ∈ N
Σ pi is just a way of writing a sequence {pi}i ∈ N — the terms of the sum are the elements

of the sequence. However, the analogy to ordinary summation is useful. For example, as discussed below, we can
place a ring structure on formal power series that is similar to the structure of the polynomial ring A[X]. In analysis,
formal power series may be interpreted as power series, which are limits of sequences of polynomial functions.

Let A[[X]] = A[[x1, . . . , xn]] denote the set of all formal power series over A[X]. For any P in A[[X]] and any nat-
ural number i, let Pi denote the homogeneous polynomial of degree i in P. We make A[[X]] into a ring as follows:

1. The zero element of A[[X]] is the formal power series in which Pi = 0 for all i.

2. Addition in A[[X]] is given by the rule (P + Q)i = Pi + Qi .

3. The element 1 in A[[X]] is the formal power series in which P0 = 1 and Pi = 0 for i > 0.

4. Multiplication in A[[X]] is given by the rule (PQ)i =
i

j=0
Σ P jQi− j . That is, term i of the product is the (finite)

sum of all terms of degree i obtained by multiplying a term of the first formal power series by a term of the
second formal power series. This product is called the Cauchy product. Note that the Cauchy product PQ is
identical to the product of polynomials (§ 15) in the case where all but finitely many of the terms Pi and Qi

are zero.

Note that a homogeneous polynomial of degree zero is an element of A, so P0 is always an element of A. The units
(invertible elements) of A[[X]] are the formal power series P for which P0 is a unit in A. Indeed, let P be a formal
power series. Then

1. If P−1 exists, then (PP−1)0 = P0(P−1)0 = 1, so P0 must be a unit in A.

2. On the other hand, if P0 is a unit in A, then we may construct a formal power series Q as follows:

• Q0 = P−1
0 .

• Qi = −P−1
0

i

j=1
Σ P jQi− j , for i ≥ 1.
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It is straightforward to check that PQ = 1.

For example, let P = 1 − x be the formal power series in A[[x]] with P0 = 1, P1 = −x, and Pi = 0 for i > 1. Let

Q =
i ∈ N
Σ xi = 1 + x + x2 + ⋅⋅⋅.

Then Q = P−1 (and vice versa). Indeed, taking the Cauchy product PQ, we see that (PQ)0 = 1 and
(PQ)i = xi − xi = 0 for all i > 0.

The formal power series ring A[[X]] is an A-algebra.

There is an injective homomorphism f : A[X] → A[[X]]. Every element p ∈ A[X] may be expressed as a finite

sum
n

i=0
Σ pi , where each pi is a homogeneous polynomial in A[X]. Therefore we may let f ( p) be the formal power

series whose first n + 1 coefficients are the pi and whose other coefficients are all zero. Thus f (A[X]) is an isomor-
phic copy of A[X] contained in A[[X]]. By abuse of language, we say that an element of f (A[X]) (i.e., a formal
power series with finitely many nonzero coefficients) is a polynomial in A[[X]]. f makes A[[X]] into an
A[X]-algebra.

Let P be a formal power series in A[[X]]. If P = pq−1, where p and q are polynomials in A[[X]] and q is invertible
in A[[X]], then we say that P is a rational function, and we write

P =
p

q
.

Note that p and q have finitely many terms, while in general q−1 and P have infinitely many terms. For example,

1

1 − x
= 1 + x + x2 + ⋅⋅⋅.

The rational functions form a subring of A[[X]], with

p1

q1

+
p2

q2

=
p1q2 + p2q1

q1q2

.

and

p1

q1

⋅
p2

q2

=
p1 p2

q1q2

This subring is a A[X]-algebra.

Let S denote the set of sequences s = {si}i ∈ N of elements in A. A generating function for s in the variable x is the
image f (s) of s under a map f : S → A[[x]].

1. The ordinary generating function G(s; x) is the image of s under the map {si} →
i ∈ N
Σ si x

i .

2. When A includes the rational numbers Q, the exponential generating function EG(s; x) is the image of s

under the map {si} →
i ∈ N
Σ si

xi

i!
.

3. There are several other standard generating functions f (s).

Note that generating functions are not actually functions — they are formal power series. In some contexts they can
be interpreted as functions (e.g., if they are convergent power series).

17. Ring Extensions

In this section, A and B denote rings.

Recall that a subring of B is a set A ⊆ B that is a ring under the operations inherited from B. In particular, A con-
tains the elements 0 and 1 of B. If A is a subring of B, then we also say that B is an extension ring of A.

Fix an extension ring B of A.

1. An element b ∈ B is integral over A if there exists a monic polynomial p(x) ∈ A[x] such that b is a root of
p as a member of B[x]. For example:
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• 5 is integral over Z as a member of Q, because it is a root of the monic polynomial x − 5.

• 1/2 is not integral over Z as a member of Q (proof omitted).

• x is not integral over A as a member of A[x].

2. The set of elements b ∈ B that are integral over A is called the integral closure of A in B. It is a subring of B

that contains A (proof omitted).

3. Let C be the integral closure of A in B.

a. If C = A, then we say that A is integrally closed in B. Z is integrally closed in R. The integral domain

Z[√5] is not integrally closed in its field of fractions: it does not contain the element (√5 + 1) / 2, which is
a root of the monic polynomial x2 − x − 1.

b. If C = B, then we say that B is integral over A.

C is integrally closed in B (proof omitted).

18. Field Extensions

In this section, A and B denote fields.

A subfield of B is a set A ⊆ B that is a field under the operations inherited from B. In particular, A contains the ele-
ments 0 and 1 of B. If A is a subfield of B, then we also say that B is an extension field of B, and we write B/A to
denote that B extends A.

Let B be an extension field of A. Since B is a field, it is an additive group. Further, the multiplication of elements of
A by elements of B satisfies the rules for an A-module. Therefore B is a vector space over A. We denote the dimen-
sion of this vector space [B : A]. If [B : A] is infinite, then we say that the extension is infinite. Otherwise we say
that the extension is finite. As examples:

• C is a finite extension of R. A basis for C as a vector space over R is {1, i}.

• R(x), the field of fractions of the integral domain R[x], is an infinite extension of R. A basis for R(x) over R

is { xn | n ∈ Z }.

Fix an extension field B of A and an element b of B.

1. The element b is algebraic over A if there exists a nonzero polynomial p(x) ∈ A[x] such that b is a root of p

as a member of B[x]. We may require that p be irreducible and monic; in this case, p is unique, and
A[x]/(p(x)) is isomorphic to A[b] (proof omitted). Here (p(x)) denotes the principal ideal of A[x] consisting
of all polynomials that have p(x) as a factor. Note that in general A[b] is a ring, not a field. We call p the
minimal polynomial associated with b. As an example, i is algebraic over R as a subfield of C, because i is a
root of 1 + x2 as a member of C[x]. Also, C is isomorphic to R[x]/(1 + x2).

2. Otherwise b is transcendental over A. For example, x is transcendental over R as a subfield of R(x), the
field of fractions of R[x], because there is no nonzero polynomial p(y) ∈ R[y] such that x is a root of p as a
member of R(x)[y].

Fix an extension field B of A.

1. B is algebraic over A if every element of B is algebraic over A. For example, C is algebraic over R. In gen-
eral, any finite extension B of A is algebraic (proof omitted).

2. Otherwise B is transcendental over A. For example, R(x) is transcendental over R. In general, any tran-
scendental extension is infinite.

Fix an extension field B of A and a subset S of B.

1. Let A(S) ⊆ B denote the field of fractions of the integral domain A[S], where A[S] is defined as in § 6. A(S)
is the minimal subfield of B containing A and S.

a. If B is algebraic over A(S), and if there exists no proper subset T of S such that B is algebraic over
A(T ), then we say that S is a transcendence basis for the extension B/A. Every field extension has a
transcendence basis, and all transcendence bases have the same cardinality (proof omitted).

b. The cardinality of a transcendence basis for B/A is called the transcendence degree of the extension

B/A. For example, let F = Z(√2, x) be the minimal subfield of R(x) containing the polynomial combi-

nations of √2 and x over Z. The transcendence degree of F over Z is one, because F is algebraic over
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Z(x). In general the transcendence degree is zero (i.e., S = ∅) if and only if B/A is algebraic.

2. Assume that S is a transcendence basis for B/A. Then by definition B is algebraic over A(S). If in fact we
have B = A(S), then we say that the extension B/A is purely transcendental. For example, the extension
R(x)/R is purely transcendental.

A is algebraically closed if every polynomial in A[x] has a root in A. In this case, every polynomial p ∈ A[x] of

degree d may be written as
d

i=1
Π(x − ai) with all ai ∈ A (proof omitted).

An algebraic extension of A that is algebraically closed is called an algebraic closure of A. Every field has an alge-
braic closure. The algebraic closure of a field A is unique up to isomorphism (proof omitted).

Fix a field A, and let B be an algebraic closure of A. Let p be a polynomial in A[x] of degree d . As a member of

B[x], p factors as
d

i=1
Π(x − bi). If the elements b1, . . . , bd are all distinct, then we say that the polynomial p is sepa-

rable.

Fix a field A and an extension field B of A.

1. Fix an element b ∈ B that is algebraic over A. Let p be the minimal polynomial associated with b. If p is
separable, then we say that b is separable over A.

2. If ev ery element b ∈ B is separable over A, then we say that the extension B is separable over A.

19. Chains of Modules and Ideals

In this section, A denotes a ring, and B denotes an A-module.

Fix a module B, and let S be the set of submodules of B, partially ordered by inclusion (i.e., C ≤ D if C ⊆ D).

1. If ev ery increasing sequence {Bi}i ∈ N in S is stationary (§ 2), i.e., of the form

B1 ⊆ B2 ⊆ ⋅⋅⋅ ⊆ Bi = Bi+1 = Bi+2 = ⋅⋅⋅

then we say that B satisfies the ascending chain condition. Equivalently, every non-empty subset of S has a
maximal element (proof omitted). In this case, we say that the module B is Noetherian. B is Noetherian if
and only if every submodule of B (including B itself) is finitely generated (proof omitted).

2. If ev ery decreasing sequence {Bi}i ∈ N in S is stationary, i.e., of the form

B1 ⊇ B2 ⊇ ⋅⋅⋅ ⊇ Bi = Bi+1 = Bi+2 = ⋅⋅⋅

then we say that B satisfies the descending chain condition. Equivalently, every non-empty subset of S has a
minimal element (proof omitted). In this case, we say that the module B is Artinian.

A ring A is an A-module. Further, a subset B of A is an A-submodule of the module A if and only if B is an ideal of
the ring A. Therefore we have the following definitions for rings:

1. A ring A is Noetherian if it satisfies the ascending chain condition for its submodules, i.e., its ideals.

2. A ring A is Artinian if it satisfies the descending chain condition for its submodules, i.e., its ideals.

Note the following:

1. Any ring A is finitely generated as an A-module by the element 1. However, a Noetherian ring A is not neces-
sarily finitely generated as a ring (i.e., as an additive group).

2. A field F has only two ideals, 0 and F . Therefore every field is a Noetherian ring.

Fix a Noetherian ring A. Then the polynomial ring A[x1, . . . , xn] is Noetherian. This statement follows from
Hilbert’s basis theorem (proof omitted).

Fix a module B. A chain of submodules of B is a finite sequence of submodules {Bi}0≤i≤n such that B0 = B,
Bn = 0, and Bi−1 ⊃ Bi for all 1 ≤ i ≤ n (strict inclusion). We may represent a chain of submodules as follows:

B = B0 ⊃ B1 ⊃ ⋅⋅⋅ ⊃ Bn = 0

The nonnegative integer n is called the length of the chain. It is the number of ⊃ symbols appearing in the chain.
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A composition series is a chain of modules of maximal length, i.e., one in which no new submodules can be
inserted. Equivalently, for each 1 ≤ i ≤ n, Mi−1/Mi is simple.

Fix a module B. Either B has no composition series, or it has a composition series of length n. In the second case,
ev ery composition series of B has length n (proof omitted). We define the length of B as follows:

1. If B has no composition series, then the length is ∞.

2. Otherwise B has at least one composition series of length n for some n, and the length of B is n.

We write l(B) to denote the length of B.

Fix a ring A.

1. A chain of prime ideals of A is a finite sequence of prime ideals {Pi}0≤i≤n such that Bi−1 ⊂ Bi for all
1 ≤ i ≤ n. We may represent a chain of prime ideals as follows:

P0 ⊂ P1 ⊂ ⋅⋅⋅ ⊂ Pn

The nonnegative integer n is called the length of the chain. It is the number of ⊂ symbols appearing in the
chain.

2. If A ≠ 0, then the Krull dimension of A is the supremum of the lengths of all chains of prime ideals in A.
The Krull dimension of the zero ring is either −1 or −∞, depending on the context. Where there is no ambigu-
ity, we write “dimension” instead of “Krull dimension.” We also write dim A for the dimension of A.

3. Fix an A-module B. The Krull dimension of B, written dimA B, is dim (A/annA(B)), where annA(B) is the
annihilator of B in A (§ 7). Note that if B = A, then annA(B) = 0, and dimA B = dim A.

A field has dimension zero. The ring Z has dimension one. A ring A is Artinian if and only if A is Noetherian and
dim A = 0 (proof omitted). A Noetherian ring of dimension one is called a Dedekind domain.

Fix a ring A and a prime ideal P ⊂ A.

1. The height of P, written ht(P), is the supremum of the lengths of all chains of prime ideals in A with Pn = P.

2. The depth of P is the supremum of the lengths of all chains of prime ideals in A with P0 = P.

20. Primary Decomposition

In this section, A denotes a commutative ring.

Let B be a proper ideal of A. B is a primary ideal if for all a and a′ in A such that aa′ ∈ B, either (1) a ∈ B or (2)
a′ ∈ B or (3) a ∈ rad(B) and a′ ∈ rad(B), where rad(B) denotes the radical of B.6 Recall that B is prime if for all
such a and a′, (1) or (2) holds. Therefore every prime ideal is primary. In Z, the primary ideals are the ideals ( pn),
where p is a prime number and n > 0 is a natural number.

Let B be a primary ideal of A. Then rad(B) is prime (proof omitted). If P = rad(B), then we say that B is P-pri-

mary. Every primary ideal B is P-primary for exactly one prime ideal P. In Z, the primary ideal ( pn) is ( p)-pri-
mary.

Let B be a proper ideal of A. A primary decomposition of B is a finite set of ideals Bi such that each Bi is Pi-pri-

mary, and B =
n

i=1
∩ Bi . B is decomposable if it has a primary decomposition. A primary decomposition is reduced if

(1) Pi is distinct for all i and (2) there is no i such that Bi ⊇
j≠i
∩ B j . Any primary decomposition can be transformed

into a reduced one by (1) replacing all sets of Bi sharing the same Pi with their intersection and then (2) deleting
redundant elements (proof omitted).

In the case A = Z, every proper ideal B has the form (b), where b is a nonempty product of prime powers p
ni

i , with
all pi distinct and all ni > 0. The ideals ( p

ni

i ) form a reduced primary decomposition for B: each ideal is primary,
their intersection is B, the ideals are pi-primary for distinct pi , and none of the ideals contains the intersection of the
others.

6 An equivalent definition found in many textbooks says that if aa′ ∈ B, then either (1) a ∈ B or (2) a′ ∈ rad(B). This definition may be con-

fusing: on its face it depends on the fact that a appears before a′ in the product, and in a commutative ring, the order of operands should not mat-

ter. Howev er, if aa′ ∈ B then a′a ∈ B as well because a′a = aa′. Therefore we must also have either (3) a′ ∈ B or (4) a ∈ rad(B). By writing

out the condition ((1) ∨ (2)) ∧ ((3) ∨ (4)), distributing and over or, and simplifying, we arrive at the definition stated in the text.
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Let B be a decomposable ideal of A, and let {Bi}i ∈ I and {B′i}i ∈ I ′ be reduced primary decompositions of B, where
each Bi is Pi-primary, and each B′i is P′i-primary. Then I and I ′ have the same number of elements, and {Pi} and
{P′i} are equal as sets (proof omitted). The prime ideals Pi , which are independent of the reduced primary decom-
position, are called the prime ideals associated with or belonging to the decomposable ideal B. In the example
given above for A = Z, the associated prime ideals are the ideals (pi).

Let B be a decomposable ideal of A, and let {Pi} be the associated prime ideals. For each i, by the definition of pri-
mary decomposition, we have Pi = rad(Bi) ⊇ Bi ⊇ B. If Pi is minimal among prime ideals that contain B, then we
say that Pi is a minimal or isolated prime ideal associated with B. Otherwise we say that Pi is an embedded prime
ideal associated with B.7 The minimal prime ideals associated with B are all and only the minimal elements in the
set of all prime ideals that contain B (proof omitted).

21. Fractional and Invertible Ideals

In this section, let A be an integral domain, and let F be its field of fractions.

A fractional ideal I of A is an A-submodule of F such that for some a ≠ 0 in A we have aI ⊆ A.

1. For example, let A = Z and F = Q. Let I be all integer multiples of 1/2. Then I is a fractional ideal of Z with
a = 2.

2. More generally, fix an element f ∈ F . Let I be the set of all multiples af with a ∈ A. If f ∈ A, then I ⊆ A.
Otherwise f −1 ∈ A, and f −1 I ⊆ A. Therefore I is a fractional ideal of F . A fractional ideal in this form is
called a principal fractional ideal. It is denoted ( f ) or Af .

3. Any ideal of A is a fractional ideal of F with a = 1.

Consider F and A as F-modules. Recall from § 6 that if M is a submodule of F , the ideal quotient (A : M) denotes
the set of all f ∈ F such that fM ⊆ A.

An A-submodule I of F is an invertible ideal of A if there exists an F-submodule J of F such that IJ = A. In this
case

1. J is unique and equal to (A : I ) (proof omitted).

2. I is finitely generated (proof omitted).

3. I is a fractional ideal of A (proof omitted).

Let A be a Dedekind domain.

1. The non-zero fractional ideals of A form a group G with respect to multiplication (proof omitted). We call G

the group of ideals of A.

2. Recall that F* denotes the multiplicative group of F (§ 6). each f ∈ F defines a principal fractional ideal ( f ),
and the map f → ( f ) is a homomorphism φ : F* → G.

a. The image P = φ (F*) is the group of principal fractional ideals.

b. The cokernel H = G/P of φ is called the ideal class group of A.

c. The kernel U of φ is j is called the group of units of A. It is the set of all f ∈ F* such that ( f ) = (1).

22. Valuations and Places

Valuations: Fix a field F .

1. Let G be an additive group whose elements are totally ordered as a set, such that a ≤ b implies a + c ≤ b + c

for all a, b, and c in G. Let S be the set G ∪ {∞} with a total order given by the ordering on G plus g ≤ ∞
for all g in G. A valuation (v, G) on F is a map v: F → S such that the following conditions hold for all f

and g in F :

7 The names come from algebraic geometry. Let C be an algebraically closed field (§ 18), and let A be the polynomial ring C[x1, . . . , xn]. Let

B be a proper ideal of A. Then A is Noetherian (§ 19), and it is a property of Noetherian rings that proper ideals are decomposable (proof omit-

ted). Therefore B is decomposable. The decomposable ideal B defines an affine variety V (B) consisting all points p = (c1, . . . , cn) ∈ Cn such

that each polynomial in B evaluates to zero at p. Each isolated prime ideal Pi of B corresponds to an irreducible component of V (B), i.e., an

affine variety V (Pi) ⊆ V (B) that cannot be expressed as the union of two proper affine subvarieties. Note that Pi ⊇ B implies V (Pi) ⊆ V (B).

Each embedded prime ideal P j of B defines an affine variety V (P j) embedded in one of the irreducible components V (Pk). Note that P j ⊃ Pk

implies V (P j) ⊂ V (Pk). For more on affine varieties, see my paper Definitions for Classical Algebraic Geometry.
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a. v( f ) = ∞ if and only if f = 0.

b. v( fg) = v( f ) + v(g).

c. v( f + g) ≥ min(v( f ), v(g)).

2. A discrete valuation v on F is a valuation (v, Z) on F .

Note that every discrete valuation is a valuation.

For example, let A = C(x), the field of fractions of the integral domain C[x]. Every nonzero element f (x) of C(x)
may be written uniquely up to constant factors as xn( p1(x)/p2(x)), where p1 and p2 are polynomials in C[x] with
nonzero constant terms, and n is an integer. For example, we have

x − x2 = x(1 − x)/1 and x2 + x3 = x2(1 + x)/1 and (x − x2)/(x2 + x3) = x−1(1 − x)/(1 + x).

Let ord0: C(x) → Z be the function that takes 0 to ∞ and takes each nonzero f (x) = xn( p1(x)/p2(x)) to n.

Because p2 has a nonzero constant term, p2 is invertible in C[[x]] (§ 16). Let P(x) be the formal power series
p1(x) p−1

2 (x), and write f (x) = xn P(x). Then p1(x) = P(x) p2(x), so P(x) has a nonzero constant term. Thus we
see that ord0( f ) is the order of the Laurent series expansion of the rational complex function f at zero. See § 5.1 of
my paper Calculus over the Complex Numbers.

We now show that ord0 is a discrete valuation on C(x). Property 1 holds by construction. Property 2 holds because

ord0( fg) = ord0(xn P ⋅ xmQ) = ord0(xn+m PQ) = n + m.

Property 3 holds because, assuming n ≤ m, we hav e

ord0( f + g) = ord0(xn P + xmQ) = ord0(xn(P + xm−nQ)).

If m ≠ n, or if the constant term of P + Q is not zero, then ord0( f + g) = n. Otherwise if P + Q has any nonzero
term, then the lowest-order term has an exponent greater than zero, so ord0( f + g) > n. Otherwise ord0( f + g) = ∞.

Valuation rings: Fix an integral domain A, and let F be its field of fractions.

1. A is a valuation ring with valuation (v, G) if (v, G) is a valuation on F and A consists of all elements f of F

such that v( f ) ≥ 0. Note that v(0) = ∞ ≥ 0, so zero is included.

2. A is a discrete valuation ring with valuation v if A is a valuation ring with valuation (v, Z).

Note that every discrete valuation ring is a valuation ring.

For example, let S be the set of polynomials in C[x] with nonzero constant terms. Then S is a multiplicative mon-
oid, so we may form V0 = S−1C[x], the ring of fractions with respect to S (§ 14). Notice that V0 is the localization
of C[x] at the prime ideal (x). V0 is an integral domain, and the field of fractions of V0 is C(x). Let ord0 be the val-
uation on C(x) giv en above. Then p ∈ V0 ⇔ ord0( p) ≥ 0, so V0 is a discrete valuation ring with value ord0.

More generally, for any complex number a, we can construct the discrete valuation orda. The valuation ring Va is
the localization of C(x) at the prime ideal (x − a). For any f ∈ C(x), orda( f ) is the order of the Laurent series
expansion of f at a.

Fix an integral domain A, and let F be its field of fractions.

1. A is a valuation ring if and only if any one of the following conditions holds (proof omitted):

a. For each f ∈ F , either f ∈ A or f −1 ∈ A (or both). For example, let F = C(x), and let A = V0 as con-
structed above. Let f = xn( p1/ p2) be an element of C(x). If x ≥ 0, then f ∈ A. Otherwise
f −1 = x−n( p2/ p1) ∈ A.

b. The ideals of A are totally ordered by inclusion.

c. The principal ideals of A are totally ordered by inclusion.

2. A is a discrete valuation ring if and only if any one of the following conditions holds (proof omitted):

a. A has a unique irreducible element t. The element t generates the unique maximal ideal of A and is
called a uniformizing parameter of A. For example, in the case of C(x) and V0, the uniformizing
parameter is x, and the unique maximal ideal of A is (x). Apart from a power of x, any two elements f

and g of V0 differ by a factor u = p1/ p2 where p1 and p2 have nonzero constant terms, so u is a unit in
V0.
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b. A is Noetherian, A is not a field, and no nonzero fractional ideal can be written as a finite intersection of
fractional ideals that properly contain it.

c. A is a local ring, and one of the following conditions holds:

i. A is a principal ideal domain, and A is not a field.

ii. A is a Dedekind domain, and A is not a field.

iii. A is Noetherian, the maximal ideal of A is principal, and A is not a field.

iv. A is Noetherian, A is integrally closed, and A has Krull dimension one.

d. A is a principal ideal domain, and one of the following conditions holds:

i. A has a unique nonzero maximal ideal.

ii. A has a unique nonzero prime ideal.

Places: Fix an integral domain A, and let F be its field of fractions. Assume that A is a valuation ring with valuation
(v, G). A place of F is a surjective ring homomorphism π : A → H , where H is a field, that satisfies the following
conditions:

1. π is nontrivial, i.e., π (A) ≠ 0.

2. For each f ∈ F − A, we hav e π ( f −1) = 0. Note that f −1 ∈ A because A is a valuation ring.

For example, let A = V0 ⊆ C(x) as constructed above, and let eval0: V0 → C be the map f → f (0), i.e., the map that
takes the rational function f to its value at zero. Then eval0 is a place of C(x). Indeed, if f ∉ V0, then
f = xn( p1/ p2) with n < 0, so f −1 = x−n( p2/ p1) evaluates to zero at x = 0. More generally, for any a ∈ C,
evala: Va → C given by a → f (a) is a place of C(x).

Let π1: A → H1 and π2: A → H2 be places of F . We say that π1 and π2 are isomorphic and write π1 =̃ π2 if there
exists a field isomorphism φ12: H1 → H2 such that π2 = φ12 π1. In this case we also have π21 = (φ12)−1 and
π1 = φ21 π2. Each valuation ring A ⊆ F corresponds to a unique place of F , up to isomorphism of places (proof
omitted). For example, with F = C(x), each valuation ring Va corresponds to the place evala.

The concept of a place provides a way to “evaluate” fractions f = p1/ p2, in a way that is analogous to evaluating f

when p1 and p2 are polynomials. A place and its associated valuation ring describe the behavior of each function f

at a point a:

1. The valuation generalizes the notion of the order of f at a; when the order is negative, f is undefined at a

because its denominator evaluates to zero. (The naming is unfortunate, since “valuation” suggests “value”;
you have to remember that the place provides the value, and the valuation provides the order.)

2. The valuation ring contains all fractions with nonnegative orders, i.e., all fractions whose denominators p2

evaluate to nonzero values at a. These are precisely the fractions that have finite values at a.

3. When an element f of the valuation ring evaluates to zero at a, its inverse f −1 has a denominator that evalu-
ates to zero at a, so f −1 is outside the valuation ring.

The name “place” seems to come from an analogy with a point in a vector space, i.e., a place where the rational
function f is evaluated. Places were important in the classical theory of algebraic geometry through the 1950s.
They seem to be less important since the revolution in algebraic geometry that occurred with the advent of scheme
theory, possibly because there are other ways to generalize the evaluation of polynomials at points in a vector space.
See, e.g., § 1 of my paper Definitions for Scheme Theory.

23. Topological Spaces

A topological space is a pair (S, O), where S is a set and O is a set of subsets of S satisfying the following axioms:

1. The empty set and S are elements of O.

2. Any union of elements of O is an element of O.

3. Any intersection of finitely many elements of O is an element of O.

The set O is called a topology on S. The elements of O are called the open sets of the topology. We often write a
topological space (S, O) as S. In this case the topology on S is implied.
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Fix a topological space (S, O).

1. Let T be a subset of S. The complement of T , written T C , is the set difference S − T .

2. T is closed if and only if its complement T C is open.

Fix topological space (S, O) and a set of subsets B of S.

1. B is a base or basis for the topology O if every element of O may be represented as the union of elements of
B.

2. B is a subbase or subbasis for O if there exists a basis B′ for O such that every element of B′ except S may be
represented as the intersection of finitely many elements of B.

If B is a subbasis for O, then we say that B generates O. In this case O is minimal among the topologies on S that
contain B.

Fix a set S.

1. A metric or distance function on S is a function d: S × S → R that satisfies the following axioms for all a, b,
and c in R:

a. d(a, b) = 0 if and only if a = b.

b. d(a, b) = d(b, a).

c. d(a, c) ≤ d(a, b) + d(b, c).

From these axioms we can deduce

0 = d(a, a) ≤ d(a, b) + d(b, a) = d(a, b) + d(a, b) = 2d(a, b)

Therefore d(a, b) ≥ 0.

2. Fix a metric d on S.

a. Fix a point s ∈ S and real number r > 0. The open ball B(s, r) is the set of all points x in S such that
d(s, x) < r.

b. The metric d induces a topology T on S. Its basis is the set of all open balls B(s, r) with s ∈ S and
r ≥ 0. T is called the topology induced by the metric d .

Let S = Rn.

1. The Euclidean metric on Rn is the function

d((x1, . . . , xn), (y1, . . . , yn)) = √ (x1 − y1)2 + ⋅⋅⋅ + (xn − yn)2.

When n = 1, d is the absolute difference function |x − y|.

2. The Euclidean topology on Rn is the topology induced by the Euclidean metric.

Let F = {(Si , Oi)}i ∈ I be a family of topological spaces. Let S =
i ∈ I
× Si be the Cartesian product of F . The product

topology on F is the topology O generated by all sets
i ∈ I
× Ui , where

1. For some j ∈ I , U j is an element of O j .

2. For all i ≠ j, Ui = Si .

For example, let S = R × R, with the Euclidean topology on each copy of R. Then the product topology on S is gen-
erated by all sets of the form T × R and R × T where T is open in R. This topology is equivalent to the Euclidean
topology on R2.

Let (S, O) and (S′, O′) be topological spaces. Fix a map f : S → S′.
1. f is continuous if for every open set U in O′, f −1(U) is in O.

2. f is a homeomorphism if it is a continuous bijection, and its inverse is continuous.

Fix a topological space (S, O).

1. Fix a point p ∈ S.

a. A neighborhood of p is a subset U of S (not necessarily open) that contains an open set V that contains
p. If U itself is open, then we say it is an open neighborhood.
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b. A fundamental system of neighborhoods of p is a family of neighborhoods {Ui}i ∈ I of p such that
any neighborhood V of p contains at least one of the Ui . For example, let (S, O) be R with the
Euclidean topology. Then the open balls B( p, 1/n), where n is a positive integer, form a fundamental
system of neighborhoods of p.

2. (S, O) is Hausdorff if, given any two distinct points p and p′ in S, there exists a neighborhood U of p and a
neighborhood U ′ of p′ such that U ∩ U ′ = ∅.

Fix a topological space (S, O), a point p ∈ S, and a net N = {si ∈ S}i ∈ I . We say that N converges to p and write
N → p or si → p if for all i ∈ I if for any neighborhood U of p, there exists i ∈ I such that for all j ≥ i, s j ∈ U .
Note that the same definition applies to sequences, because every sequence is a net.

24. Topological Groups

Let A be an additive group, and let O be a topology on A, considered as a set. The topological space (A, O) is a
topological group if the following conditions hold:

1. (a, b) → a + b is a continuous map from A × A to A, where we put the product topology on A × A.

2. a → − a is a continuous map from A to A.

Fix a topological group (A, O).

1. For any a ∈ A, the translation map ta: A → A given by ta(x) = x + a is bijective and continuous with inverse
t−a, so it is a homeomorphism.

2. Therefore for any set U ⊆ A and element a ∈ A, U is open if and only if U + a is open. In particular, to spec-
ify a topology O, it suffices to specify the open neighborhoods of zero in O.

We extend the concept of a topological group to rings and modules in the obvious way.

1. A topological ring is a topological space (A, O) in which A is a ring and the ring operations of A are continu-
ous with respect to the topology O.

2. A topological module has the analogous definition, after substituting “module” for “ring” everywhere.

Fix a topological group A.

1. A sequence S = {ai ∈ A}i ∈ I is Cauchy if for any neighborhood U of 0, there exists i ∈ I such that for all
j ≥ i and k ≥ i, a j − ak lies in U .

2. Two Cauchy sequences S = {ai ∈ A}i ∈ I and S′ = {a′i ∈ A}i ∈ I are equivalent if the sequence {ai − a′i}i ∈ I

converges to zero.

Fix a topological group A with a countable fundamental system of neighborhoods of 0 ∈ A. Let N be such a funda-
mental system.

1. Let Â denote the set of equivalence classes of Cauchy sequences in A. Then Â is an additive group, according

to the addition rule {ai} + {bi} = {ai + bi}. Â is called the completion of A. It has the following properties:

a. The map a →{a}i ∈ I is a group homomorphism φ : A → Â . φ is injective if and only if (A, O) is Haus-
dorff (proof omitted).

b. Â is complete: that is, every Cauchy sequence in Â converges to an element of Â .

As an example, let A = Q, considered as an additive group, with the Euclidean topology. Then Â = R.

2. Assume that N is a sequence of subgroups A = A0 ⊇ A1 ⊇ ⋅⋅⋅.
a. For all i ≤ j, let fij : A/A j → A/Ai be the map that takes each coset A j + a in A/A j to the coset Ai + a in

A/Ai . This map is well-defined, because

A j + a = A j + a′ ⇒ a − a′ ∈ A j ⇒ a − a′ ∈ Ai ⇒ Ai + a = Ai + a′.

Further, fij is a homomorphism of additive groups, and the maps fij make the family {A/Ai}i ∈ I into an
inverse system of additive groups, i.e., Z-modules (§ 10).

b. As an additive group, each A j contains the element zero, so it is a neighborhood of zero.

c. Let S = {ai} be a Cauchy sequence in A. Fix j ∈ I , and let φ j : A → A/A j be the map that takes each
a ∈ A to its coset in A/A j . For large enough i, the differences between the elements ai lie in A j



Definitions for Commutative Algebra Page 32

(because S is Cauchy and A j is a neighborhood of zero), and therefore map to zero under φ j . So for
large enough i, each element of the sequence {φ j(ai)} is a constant b j ∈ A/A j .

d. By carrying out step (c) for each j ∈ I , we can associate the Cauchy sequence S with the element
b ={b j} of the direct product

j ∈ I
Π A/A j . The element b satisfies the mapping criteria for membership in

the inverse limit
←

lim A/Ai (§ 10). Further, each member of the inverse limit corresponds to a Cauchy

sequence. Therefore the completion Â is isomorphic to
←

lim A/Ai .

An example is the p-adic topology on Z. This is the topology on Z whose open neighborhoods of zero are
the sets A j = p jZ for j ≥ 0. It is induced by the distance function d(a, b) = p−n for a ≠ b, where n is the
largest power of p that divides a − b. The completion of Z with respect to the p-adic topology yields the p-

adic integers
←

lim Z/ piZ.

We generalize the p-adic topology as follows. Fix a ring A and an ideal I ⊆ A.

1. Let {Ai} be the sequence of ideals given by Ai = I i for i ≥ 0, where I0 = (1) = A, I1 = I , I2 = II , etc. The I -

adic topology on A is the unique topology whose open neighborhoods of zero are the sets Ai . The I -adic

topology makes A into a topological ring. The completion Â =
←

lim A/Ai is also a topological ring (proof

omitted).

2. Fix an A-module B.

a. Fix a sequence S of submodules B = B0 ⊇ B1 ⊇ ⋅⋅⋅.
i. S is called a filtration and written (Bi).

ii. (Bi) is an I -filtration if IBi ⊆ Bi+1 for all i.

iii. (Bi) is a stable I -filtration if IBi = Bi+1 for all sufficiently large i.

b. Let (Bi) be the stable I -filtration (I i B). The I -adic topology on B is the unique topology whose open
neighborhoods of zero are the sets Bi . The I -adic topology makes B into a topological module. The

completion B̂ =
←

lim B/Bi is also a topological module (proof omitted).

For example, fix a ring B and let A be B[x], the ring of polynomials in one variable over B. Let I = (x) ⊆ A, and

put the I -adic topology on A. Then Â is B[[x]], the ring of formal power series over B.

Fix a ring A an ideal I ⊆ A, an A-module B, and I -filtrations (Bi) and (B′i) of B.

1. We say that (Bi) and (B′i) hav e bounded difference if there exists a natural number n ≥ 0 such that for all
i ≥ 0, Bi+n ⊆ B′i+n and B′i+n ⊆ Bi+n.

2. If (Bi) and (B′i) are stable I -filtrations, then they hav e bounded difference (proof omitted). Therefore all stable
I -filtrations determine the same topology, i.e., the I -adic topology.

25. Graded Rings and Modules

In this section, A denotes a ring.

Let P = A[x1, . . . , xn] be the polynomial ring in n variables over A. For each i ≥ 0, let Pi be the set of homoge-
neous polynomials of P of degree i. Observe that P has the following structure:

1. P0 = A. Each Pi is a submodule of P, considered as an A-module.

2. P is the direct sum
i ∈ N
⊕ Pi . Indeed, for any polynomial p ∈ P, for each i ∈ N, let pi be the sum of all terms

of p of degree i (or 0 if there are no such terms). Then {pi}i ∈ N is an element of
i ∈ N

× Pi , and all but finitely

many of the pi are zero.

3. For all i, j ≥ 0, let Pi P j denote the set of all products ab with a ∈ Pi and b ∈ P j . Then Pi P j ⊆ Pi+ j .

We generalize this structure as follows:

1. A ring A is a graded ring if there exists a family {Ai}i ∈ N of additive subgroups of A such that A =
i ∈ N
⊕ Ai

and for all i, j ≥ 0, Ai A j ⊆ Ai+ j . In particular, A0 A0 = A0, so A0 is a subring of A, and each Ai is a submod-
ule of A, considered as an A0-module. The polynomial ring in n variables is a graded ring.
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2. Fix a graded ring A. An A-module B is a graded A-module if there exists a family {Bi}i ∈ N of additive sub-
groups of B such that B =

i ∈ N
⊕ Bi and for all i, j ≥ 0, Ai B j ⊆ Bi+ j . In particular, A0 Bi ⊆ Bi , so each Bi is an

A0-module. A ring A is an A-module, so every graded ring A is a graded A-module.

Fix a graded ring A and a graded A-module B.

1. An element b ∈ B is homogeneous if b ∈ Bd for some d ≥ 0. d is the degree of the homogeneous element
b.

2. Any element b ∈ B has a unique representation
i ∈ N
Σ bi , where each bi ∈ Bi , and all but finitely many of the bi

are zero. The nonzero elements bi are called the homogeneous components of b.

Fix a graded ring A and graded A-modules B and C. A map f : B → C is a homomorphism of graded A-modules

if (1) it is a homomorphism of A-modules and (2) f (Bi) ⊆ Ci for all i ≥ 0.

Fix a graded ring A. Define A+ =
i>0
⊕ Ai . A+ is an ideal of A.

Fix a ring A (not necessarily graded) and an ideal I ⊆ A.

1. Define A* =
i ∈ N
⊕ I i . A* is a graded ring.

2. Define G I (A) = ⊕i ∈ N I i /I i+1. For each pair of cosets I i+1 + bi ∈ I i /I i+1 and I j+1 + b j ∈ I j /I j+1, define
(I i+1 + bi)(I j+1 + b j) to be the coset I i+ j+1 + bib j ∈ I i+ j /I i+ j+1. This multiplication is well-defined, because
for any b′i+1 ∈ I i+1 and b′j+1 ∈ I j+1, we hav e

(b′i+1 + bi)(b′j+1 + b j) = b′i+1b′j+1 + b′i+1b j + bib′j+1 + bib j ∈ I i+ j+1 + bib j .

This multiplication makes G I (A) into a graded ring, called the associated graded ring of A and I .

3. Fix an A-module B and an I -filtration F = (Bi).

a. Define B* =
i ∈ N
⊕ Bi . B* is a graded A-module, since for all i, j ≥ 0 we hav e I i B j ⊆ Bi+ j .

b. Define GF (B) =
i ∈ N
⊕ Bi /Bi+1. Define multiplication on GF (B) analogously to the definition for the asso-

ciated graded ring. This multiplication makes GF (B) into a graded module, called the associated

graded module of B and F .

26. Differential Sequences of Modules

In this section, A denotes a ring.

A differential sequence of A-modules S consists of an A-module sequence {Bi} (§ 11) with the following addi-
tional structure:

1. The index i is called the degree or dimension of the A-module Bi .

2. The A-module homomorphisms fi: Bi → Bi+1 (if S is ascending) or fi: Bi → Bi−1 (if S is descending) are
called boundary operators or differentials and written di .

3. The composition of any successive differentials is zero: that is, for all i ∈ J , di di−1 = 0 (if S is ascending) or
di di+1 = 0 (if S is descending). Equivalently, im fi+1 ⊆ ker fi or im fi−1 ⊆ ker fi .

A differential sequence of modules may be a sequence of Z-modules, i.e., abelian groups. When there is no ambigu-
ity, we write “differential sequence” instead of “differential sequence of A-modules.”

Fix a differential sequence S whose index set is Z. S is bounded above if all Bi = 0 for i greater than some fixed
degree. S is bounded below if all Bi = 0 for i less than some fixed degree. S is bounded if it is bounded above and
bounded below. If S is bounded, then all but finitely many of its modules Bi are zero.

27. Chain Complexes of Modules

In this section, A denotes a ring.

An A-module chain complex is a descending A-module differential sequence (§ 26) whose index set is Z. When
there is no ambiguity, we write “chain complex” instead of “A-module chain complex.”

Fix an A-module chain complex C.
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1. For each i,

a. The elements of Bi are called chains of Bi .

b. The elements of ker di are called cycles or closed elements of Bi .

c. The elements of im di+1 are called boundaries or exact elements of Bi . By definition, all boundaries of
Bi are cycles of Bi .

d. The ith homology module Hi is equal to the cycles of Bi modulo the boundaries of Bi:
Hi = ker di /im di+1. By definition, C is exact at i if and only if Hi = 0.

2. The sequence {Hi} is called the homology of C. It expresses whether and how C deviates from being an
exact sequence.

An A-module cochain complex is an ascending A-module differential sequence whose index set is Z. When there
is no ambiguity, we write “cochain complex” instead of “A-module cochain complex.”

Note that chain complexes are descending and cochain complexes are ascending. This may seem backwards.

Fix an A-module cochain complex C.

1. For each i,

a. The elements of Bi are called cochains of Bi .

b. The elements of ker d i are called cocycles or closed elements of Bi .

c. The elements of im d i−1 are called coboundaries or exact elements of Bi . By definition, all cobound-
aries of Bi are cocycles of Bi .

d. The ith cohomology module H i is equal to the cycles of Bi modulo the boundaries of Bi:
H i = ker d i /im d i+1. By definition, C is exact at i if and only if H i = 0.

2. The sequence {H i} is called the cohomology of C. It expresses whether and how C deviates from being an
exact sequence.

Note that in the abstract, chain complexes and cochain complexes (and therefore homology and cohomology) are
identical, up to the numbering of the modules and homomorphisms. This may seem confusing. Why hav e two
essentially identical definitions, that differ only in the assignment of labels? There are at least two reasons:

1. Once we pick a numbering, then the homology and cohomology are fixed, and it is useful to have both.

2. Often there is a natural notion of degree or dimension that determines which direction is homology and which
is cohomology.

28. Resolutions of Modules

In this section, A denotes a ring.

Fix an A-module C. A left resolution of C is an exact sequence consisting of the following:

1. A descending differential sequence {Bi} (§ 26) whose index set is N.

2. A sequence B0

ε
→ C → 0.

We typically write a left resolution as follows:

⋅⋅⋅
d2→ B1

d1→ B0

ε
→ C → 0

We may also write it as follows:

B⋅
ε

→ C → 0

Fix an A-module C and a left resolution R of C.

1. The length of R is the minimum value of n such that Bi = 0 for all i > n if such an n exists; otherwise ∞.

2. R is free if each of the modules Bi is free.

3. R is projective if each of the modules Bi is projective (§ 11).
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4. R is flat if each of the modules Bi is flat (§ 13).

Every A-module C has a free resolution, a projective resolution, and a flat resolution (proof omitted).

Fix an A-module C. A right resolution of C is an exact sequence consisting of the following:

1. An ascending differential sequence {Bi} (§ 26) whose index set is N.

2. A sequence 0 → C
ε

→ B0.

We typically write a right resolution as follows:

0 → C
ε

→ B0 d0

→ B1 d1

→ ⋅⋅⋅

We may also write it as follows:

0 → C
ε

→ B⋅

Fix an A-module C and a right resolution R of C.

1. The length of R is the minimum value of n such that Bi = 0 for all i > n if such an n exists; otherwise ∞.

2. R is injective if each of the modules Bi is injective.

Every A-module C has an injective resolution (proof omitted).

Fix an A-module C other than the trivial module 0.

1. The projective dimension of C is the infimum of the lengths of all projective resolutions of C. In particular:

a. C has projective dimension zero if and only if it is a projective module. In this case, we may set B0 = C

and let ε be the identity map, yielding the exact sequence

0 → B0

ε
→ C → 0

This sequence is a projective resolution of C of minimal length.

b. C has projective dimension ∞ if and only if there is no projective resolution of C with finite length.

2. The flat dimension of C is the infimum of the lengths of all flat resolutions of C.

3. The injective dimension of C is the infimum of the lengths of all injective resolutions of C.

29. Derived Functors

In this section, A and A′ are rings.

Let F : M A → M A′ be a covariant right exact functor or a contravariant left exact functor (§ 13). We construct a fam-
ily of functors {Li F : M A → M A′} i ∈ N called the left derived functors of F as follows:

1. If F is covariant, then do the following:

a. Fix a family N = {NC}C ∈ M A
, where each NC is a projective resolution of C (§ 28), and write

NC = ⋅⋅⋅
d(N ,C,2)

→ B(N , C, 1)
d(N ,C,1)

→ B(N , C, 0)
ε (N ,C)

→ C → 0

b. For each C ∈ M A, apply F to the modules B(N , C, i) and homomorphisms d(N , C, i) of NC to con-
struct the sequence

X(N , C) = ⋅⋅⋅
F(d(N ,C,2))

→ F(B(N , C, 1))
F(d(N ,C,1))

→ F(B(N , C, 0) → 0 → ⋅⋅⋅

2. Otherwise do the following:

a. Fix a family {NC}C ∈ M A
, where each NC is an injective resolution of C (§ 28), and write

NC = 0 → C
ε (N ,C)

→ B(N , C, 0)
d(N ,C,0)

→ B(N , C, 1)
d(N ,C,1)

→ ⋅⋅⋅

b. For each C ∈ M A, apply F to the modules B(N , C, i) and homomorphisms d(N , C, i) of NC to con-
struct the sequence
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X(N , C) = ⋅⋅⋅
F(d(N ,C,1))

→ F(B(N , C, 1))
F(d(N ,C,0))

→ F(B(N , C, 0)) → 0 → ⋅⋅⋅

3. In either case, each X(N , C) is a descending sequence of A′-modules indexed by Z, where
X(N , C)i = F(B(N , C, i)) for i ≥ 0 and X(N , C)i = 0 for i < 0. Each X(N , C) is a chain complex (§ 27), not
necessarily exact (proof omitted).

a. For each C ∈ M A and i ∈ N, let H(N , C)i ∈ M A′ be the ith homology module (§ 27) of X(N , C).

b. For each i ∈ N there exists a unique functor Li F(N ): M A → M A′ such that Li F(N )(C) = H(N , C)i

(proof omitted).

c. For any two families N and N ′, the functors Li F(N ) and Li F(N ′) are naturally isomorphic (§ 13)
(proof omitted). Therefore Li F(N ) ∼ Li F(N ′), and we write the equivalence class as Li F .

Let F : M A → M A′ be a covariant left exact functor or a contravariant right exact functor (§ 13). We construct a fam-
ily of functors {Ri F : M A → M A′} i ∈ N called the right derived functors of F as follows:

1. If F is covariant, then do the following:

a. Fix a family {NC}C ∈ M A
, where each NC is an injective resolution of C (§ 28), and write

NC = 0 → C
ε (N ,C)

→ B(N , C, 0)
d(N ,C,0)

→ B(N , C, 1)
d(N ,C,1)

→ ⋅⋅⋅

b. For each C ∈ M A, apply F to the modules B(N , C, i) and homomorphisms d(N , C, i) of NC to con-
struct the sequence

X(N , C) = ⋅⋅⋅ → 0 → F(B(N , C, 0))
F(d(N ,C,0))

→ F(B(N , C, 1))
F(d(N ,C,1))

→ ⋅⋅⋅

2. Otherwise do the following:

a. Fix a family N = {NC}C ∈ M A
, where each NC is a projective resolution of C (§ 28), and write

NC = ⋅⋅⋅
d(N ,C,2)

→ B(N , C, 1)
d(N ,C,1)

→ B(N , C, 0)
ε (N ,C)

→ C → 0

b. For each C ∈ M A, apply F to the modules B(N , C, i) and homomorphisms d(N , C, i) of NC to con-
struct the sequence

X(N , C) = ⋅⋅⋅ → 0 → F(B(N , C, 0))
F(d(N ,C,1))

→ F(B(N , C, 1))
F(d(N ,C,2))

→ ⋅⋅⋅

3. In either case, each X(N , C) is an ascending sequence of A′-modules indexed by Z, where
X(N , C)i = F(B(N , C, i)) for i ≥ 0 and X(N , C)i = 0 for i < 0. Each X(N , C) is a cochain complex (§ 27),
not necessarily exact (proof omitted).

a. For each C ∈ M A and i ∈ N, let H(N , C)i ∈ M A′ be the ith cohomology module (§ 27) of X(N , C).

b. For each i ∈ N there exists a unique functor Ri F(N ): M A → M A′ such that Ri F(N )(C) = H(N , C)i

(proof omitted).

c. For any two families N and N ′, the functors Ri F(N ) and Ri F(N ′) are naturally isomorphic (§ 13)
(proof omitted). Therefore Ri F(N ) ∼ Ri F(N ′), and we write the equivalence class as Ri F .

Fix a ring A and an A-module B.

1. The functor − ⊗A B: M A → M A is covariant and right exact (§ 13), so it has left derived functors. The func-
tors {Li(− ⊗A B)} i ∈ N are called the Tor functors associated with B and written TorA

i (−, B).

2. The functor HomA(B, −) is covariant and left exact (§ 13), so it has right derived functors. The functors
{Ri(HomA(B, −))} i ∈ N are called the Ext functors associated with B and written ExtiA(B, −).

30. Hilbert and Characteristic Polynomials

Let M be a class of A-modules, and let G be an abelian group. A map f : M → G is additive if for every short exact
sequence (§ 11)

0 → B → C → D → 0
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with members in M , we hav e f (B) − f (C) + f (D) = 0. For example, let A be a field, and let V A be the class of
finite-dimensional vector spaces over A. Then the map dim: V A → Z additive, because for every linear map
f : C → D with C and D in V A, dim ker f + dim im f = dim C (proof omitted).

Let A = ⊕i ∈ N Ai be a Noetherian (§ 19) graded ring (§ 25), and let B = ⊕i ∈ N Bi be a finitely-generated graded A-
module (§ 25).8 Then each Bi is a finitely-generated A0-module (proof omitted).

1. Let M A0
be the class of all finitely-generated A0-modules, and fix an additive map λ : M A0

→ Z. The
Poincar ́e series P(B, x) of B with respect to λ is the ordinary generating function (§ 16) of {λ(Bi)}, i.e.,

P(B, x) =
i ∈ N
Σ λ(Bi)xi ∈ Z[[x]].

2. P(B, x) is a rational function
p(x)

q(x)
(§ 16), where p(x) =

m

i=0
Σ ai x

i is a polynomial of degree m in Z[x], q(x) is a

product of n terms
n

i=1
Π(1 − xei ), and p(x) and q(x) hav e no common factors (proof omitted).

3. If q(x) = (1 − x)n in item 2 (i.e., ei = 1 for all i), then for all i ≥ m, we hav e

λ(Bi) = H(i) =
m

j=0
Σ a j



d + i − j

d



,

where d = n − 1 and


a

b




=
a!

b!(a − b)!
. Expanding the sum and and rearranging terms makes H(i) into a poly-

nomial in i of degree d . It is called the Hilbert polynomial of B with respect to λ .

Fix a Noetherian local ring A. Let M be its maximal ideal, I be an M-primary ideal (§ 20), B be a finitely-generated
A-module, and F = (Bi) be a stable I -filtration of B (§ 24). Then

1. For all i ≥ 0, B/Bi is of finite length (§ 19) (proof omitted).

2. For all sufficiently large i, l(B/Bi) is a polynomial in i (proof omitted).

In the case F = (I i B), the polynomial in item 2 is denoted χ B
I (i) when B ≠ A. In the case B = A, it is denoted χ I (i)

and called the characteristic polynomial of I .

31. Regular Local Rings

Fix a Noetherian local ring A of dimension d . Let M be its maximal ideal, and let F = A/M . Then M /M2 has the
structure of an F-vector space because it is an A module that is annihilated by M . A is a regular local ring if it sat-
isfies any of the following conditions:

1. GM (A) ≅ F[x1, . . . , xn], where GM denotes the localization of G at M (§ 14), and GM (A) denotes the associ-
ated graded ring of GM (§ 25).

2. M /M2 has dimension d as an F-vector space.

3. M can be generated by d elements.

Conditions 1 through 3 are equivalent (each one implies the other two) (proof omitted).

A regular local ring is an integral domain (proof omitted).

The regular local rings of Krull dimension one (§ 19) are precisely the discrete valuation rings (§ 22) (proof omit-
ted).
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